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ABSTRACT

In this masters thesis we study a 2-level game where, on an n-link network from a source
s to atarget ¢, a unit of flow wants to move from s to ¢ using the link with the lowest cost,
while the link operators compete for profit by assigning tolls to links and thus creating a
toll congestion game. We examine only affine latencies for the links. In addition, each
flow user responds to tolls in a heterogeneous way, i.e. each player p in the flow has
a different time-money sensitivity value, which is described by a distribution function
a(p). We first present some definitions and properties of pricing homogeneous games,
heavily based on previous work, and using them as base, we extend them to describe
pricing games with heterogeneous users. We introduce a new term, the sensitivity split
function «(t), defined for any 2 links of the network as the time-money sensitivity
value for which, given a set of tolls ¢, the link costs are equal. With the help of ay
we describe some properties around the selfish behaviour of heterogeneous users for
different tolls, as well as prove the existence of bounds for the sensitivity values that
are relevant to the game. Then, arriving at the main body of this study, we investigate
the existence of a Nash Equilibrium in the profit game between the link operators for
different cases of heterogencous users. We show there is no Nash Equilibrium when
there are many users with 0 sensitivity, i.e. players not affected by tolls, forcing us to
assume onward a(p) > 0. We then investigate cases of fixed distribution functions,
where the user behaviour remains homogeneous (making them pseudo-heterogeneous
games), through which we then describe how flow, tolls and equilibria behave as that
fixed value changes. Using all the above, we study step distribution functions, where,
by limiting our scope to 2 links, we prove a strong requirement for the value of a poten-
tial Nash Equilibrium in the profit game between the link operators, connecting it to the
equilibrium of an equivalent pseudo-heterogeneous game. We finally present and anal-
yse an algorithm that calculates that equilibrium, if it exists, in time linear with regard
to the step function's cardinality, and we finish with some discussion about potential
future work.






XYNOYH

Ye auth TN SMAOUOTIKY €PYACio LETATTUYOKOD HEAETApE €va Toiyvio 2 emmédwmv
O1OoV, Gg £va SIKTVLO HE N aKUEG amd oL YT S o€ €va, 6TOYO t, P povada pong BELeL
va petokvnOel and o s 6T ¢ YPNCUOTOIDVTOS THV OKUN LE TO XOUNAOTEPO KOGTOG,
EVD 01 SLUXEIPLOTEC TV AKUAV avTayovilovtot yio kEpdog Palovtag diodia oTig aKpég
Kot OMMULOVPYDOVTOG £TG1 Eva Taiyvio cupeopnong e 610dta. E&gtalovpe povo apivikég
kaBvotepnoels yuo TG akpés. EmmAéov, o kabe yxpriotng Siktdov avtidpd oo dtod1a e
ETEPOYEVEG TPOTO, dNA. 0 KéBe mAlkING p 6N POT| TOL SIKTVHOL £XEL SIAUPOPETIKN TN
gvooOnciog ypdvov-ypNIOTOC, N OTTOlo TEPTYPAPETOL OO L0 GLVAPTNOY| KOTOVOUNG
a(p). Mpdto nopovctilovpe Kamoovg Bactkods 0pLoHONS KALISIOTNTESG TMV OLLOLOYEVMY
aryviov k€pdovg, Ta omoia givatl kupiong faciopéva 6g TPonyoOEVEG SOVAEIEG, KO LLE
aVTA OG PAoN, TO EMEKTEIVOVLLE Y10 VO TEPLYPAWYOVLLE TTaLyVia KEPOOVG e ETEPOYEVEIG
xpfhotes. Ewaydyovpe évav véo Opo, t ovvaptnon dayopiopod gvaictnciog as(t),
OPIGUEVT] Y10, OTTOLEGONTOTE 2 AKLLEG TOL SIKTVOV MG 1) T EvaicOnGiag xpOVOL-YP1LOTOG
Y10 TV 07oia, dOGUEVOVY GET 0108iV ¢, Ta KOGTN TV 2 akudV gival ico. Me ) fonbela
™G o Oa TEPLYPAYOLE HEPIKES IOIOTNTESG YOP® OO TNV EYMIOTIKY CUUTEPIPOPE TOV
ETEPOYEVMV XPNOTAV Y1 dtapopeTikd d16d10, kabmg kat Ba amodeiovpe Tnv vapén
Gvo EPAYLATOS Yo TIG TIHES gvAeONGIlag TOL OPOPOVY TO TAiYVIO. XTIN GLVEXELD,
@TévoVTag 6T0 KUPLO GMUO aVTNG TG £peuvag, e€etdlovpe v dmapén 1coppomiog
Nash 610 naiyvio KEpSovg LETAED TV SUYEPICTOV TOV AKUMV Y10 SIUPOPETIKEG TEPL-
TTOGCELG ETEPOYEVAOV YpNoTdVv. Aglyvoupe 0Tt dev vadpyet iooppomio Nash dtav vdp-
yovv moArol ypnoteg pe 0 gvaioBnoia, dnA. maikteg mov dev ennppedlovtol and o
d10dwa, kATl To omoio pag avaykdlel oto e&fg vo vmobéoovpe oTL ao(p) > 0. X
ovvéyeld, eEeTdlOVE TEPIMTAOOELS OTOL 1) GLVAPTNON KATAVOUNG elvar otabepn kot
GpOL 1| GLUTEPLPOPE TV YPNOTAOV TOPAUEVEL OLOYEVIS (KAVOVTAG TO YEVOO-ETEPOYEVT
Taiyvia), HEC® TV onoieV UETE B TEPLYPAWOVLE TOG CLUUTEPLPEPOVTAL 1| POT], T,
d16d10 kot Ta onpeio woppomiag 6tav avth 1 otabepn Tiun petafdiletor. Xpnoio-
TOUDVTOG OAOL TOL TOPUTAV®, LEAETALLE BLOTIKEG GUVOPTIOELG KOTAVOUNG, OOV, TEPLO-
pilovtag To LOVTELO LOG OE GTLYUOTLTIA 2 AKULAOV, OTOOEIKVOOVLLE L0 IGYLPT| aTaiTnomn
Yo Ty TR evog mhovol onpeiov 1oppomiog Nash 6to maiyvio képdovg peta&d Tmv
SLEIPLOTOV TOV OKUDY, CUVOEOVTAC TO e TO onpeio 16oppomiag og Evo 160dVVaLO
yevdo-gtepoyevég maiyvio. Evtéhel, mopovsidlovpe kot avardovpe Evav alydpiOpo
Y10L TOV DTTOAOYIGUO AVTOD TOV GMUEIOV IGOPPOTIAG, OV VILAPYEL, GE XPOVO YPOUUUIKO GE
oyéon e Tov TAnBAapBo T PrLOTIKNAG GLUVAPTNONG, Kl KAEivoupe [e pia cultnon
yio TOAVEG LEAAOVTIKES EPYOGIEG.
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CHAPTER 1

INTRODUCTION

In this thesis we study a two level game. On the basis there is a network with 2 nodes
(s,t) and n links, each link directed from s to ¢ and weighted by a non-decreasing
latency function that defines how the traffic increases as more players flow into that
link. On the lower level, a flow [0, 1] wants to move from s to ¢ using one of the n links
and experience minimum latency (traffic). On the upper level, each link is managed by
a different operator who can assign a toll to their link and gain profit proportional to
that toll and the flow that ends up using the link. The tolls impose an additional cost to
the flow players, affecting the lower level game, and the link operators compete with
each other to maximise their profit. In our case, we will additionally assume that the
flow users behave in a heterogeneous way when it comes to tolls, meaning that each
player has a different time-money trade-off and thus see the link costs differently.

The structure of this thesis is as such. We finish this chapter by briefly presenting
previous work in this field, all while examining some of the different models and prop-
erties that have been researched in the literature so far. This will also serve as a bridge
to Chapter | were we will set our basis for the rest of the study. This includes formal
definitions of the models and properties we introduced from previous work, as well as
some additional -but still basic- properties of the models, with heavy focus on the user's
time-money trade-off, captured by a money sensitivity distribution function o.

Entering the main body of our work, in Chapter Bl we introduce a new term regarding
any two links of the network, called money sensitivity split, which captures the notion
of a (potentially non-existent) player whose money sensitivity makes them view the
two link costs as equal. We will then analyse that notion and provide properties and
bounds for its values. Finally, in the chapter's main result, we prove a general property
of heterogeneous network games as, due to the previously found bounds, there might
be a portion of users whose sensitivity value can be arbitrarily large without affecting
the game.

Having arrived at our main results in this work, in Chapter i we investigate the pric-
ing competition game between the link operators of a network with heterogeneous users.
We begin by examining a class of games where the distribution function is fixed across
all users, which, as we'll formally describe, makes the game pseudo-heterogeneous.
Particular interest in the above class is the relation between games with identical setup
but with different fixed distribution functions. We describe and prove some proper-
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ties for them, and using those we then tackle step distribution functions (where the
user sensitivity can take values out of a finite set). At this point we restrict our model
to instances with 2 links, and prove a strong condition about the value of a potential
Nash Equilibrium for the pricing game, connecting it to the respective equilibrium of
an equivalent pseudo-heterogeneous game. We will discuss with examples the conse-
quences of such a condition, and finally, we will present, analyse and prove the validity
of an algorithm which can decide on the existence as well as calculate a Nash Equilib-
rium for the pricing game in O(m) time (with m being the size of the step distribution
function's finite set of values).

We conclude this thesis with a short discussion around potential directions for future
work.

1.1 Related Work

Selfish routing is the study of trafficked networks where selfish users seek to optimise
their own traffic cost. The main interest is on instances where all users are content with
the traffic they experience and no one wishes to change their strategy, a notion known
as a Nash Equilibrium, or equivalently from the work of Wardrop [22], a Wardrop Equi-
librium. Models from this field have been proven extremely useful in solving a variety
of real-world problems in economics [|L6], transportation [3], [22] and more, resulting
in a vast history in the literature (see [[L8] and [[19] for more references). It has been
well-established, at least as early as 1920 from the work of Pigou [[16], that selfish be-
havior in congested networks can create (arbitrary) inefficiencies with regard to the total
latency experienced by all users. A long-standing practice to solve these inefficiencies
has been to regulate the network by adding tolls to the links, thus altering the cost of the
link usage. A classical result on this is the use of marginal tolls (Beckman et al. [3]),
where each link user is charged a toll corresponding to their externality, i.e. the added
congestion effect caused by their participation in the network. This technique can erad-
icate the inefficiencies and create optimal flow in the network, however it assumes a
strong homogeneity among the users. Marginal cost pricing has been investigated in
networks with heterogeneous users (e.g. Dafermos [(]]), with the resulting payment re-
quired by users on same links being different, an unwanted and non-practical approach,
which also requires knowledge of the users' sensitivity beforehand.

Congestion games were formally introduced by Rosenthal [[1 7] who also proved that
in those games a pure Nash Equilibrium always exists. Later, Monterer-Shapely [|L5]
defined the class of potential games (games where the incentive for all players to change
their strategy can be expressed with a global function) and proved that congestion games
are equivalent to exact potential games (potential games where a change in strategy from
any player alter the potential function the exact way it alters the player's cost). Milch-
taich [|13] then investigated different pay-off functions for congestion games, where he
showed that even though some best-reply strategies may end up in a cyclic path, there
is always a path that leads to Nash equilibrium with pure strategies.

Given the above, with the existence of a Nash equilibrium always existing, later
research focused on investigating the quality of an equilibrium by using the notion of
Price of Anarchy, introduced by Koutsoupias-Papadimitriou [[12]. The Price of Anarchy
describes the ratio between a Nash Equilibrium and the most cost-efficient solution,
therefore lower values denote a qualitative equilibrium while a lower value denotes a
bad one. Finally, in terms of complexity, Fabrikant et al. [§] have shown that calculating
a pure Nash Equilibrium for congestion games is PLS-complete in the general case.
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CHAPTER 1. INTRODUCTION

Regarding the model properties, there is a multitude of variations in the classical
selfish routing model. Beginning with the network topology, one can distinguish be-
tween parallel networks (our case) or series-parallel ones. In addition, the flow travers-
ing through the network can either be atomic (finite number of players, each contribut-
ing to congestion equally or weighted) or non-atomic (infinite number of players, each
contributing to congestion by an non-influencing infinitesimal amount). Also the model
might admit elastic demand (e.g. [[l|], [[10]), a property where users have a bound on the
cost they're willing to pay, making a player potentially not participate in the flow if all
link costs are above that bound.

Most work considers homogeneous network users. Heterogeneity has been studied
by Schmeilder [20] while Milchtaich [[14, Prop 3.3] has contributed through his work
on the more general crowding games, a class of games where the cost assigned to each
player is affected only by the number of players selecting the same action (or strategy).
Large crowding games are basically less restrictive n-link parallel congestion games.
Also, Cole et al. [9], in their work, showed that even general heterogeneous networks
can be priced so that an optimal routing emerges and computing those efficient tolls
can be done in polynomial time for convex latency functions and distribution functions
with only finitely many values. The latter paper has been one of the main pillars of this
thesis.

Discussing more the algorithmic aspect of toll computation, there has been signif-
icant research in finding optimal tolls for homogeneous network users. Marginal cost
prices can be computed using convex programming [3], while the transportation com-
munity has made significant progress in optimising efficient computation and charac-
terisating minimum-latency tolls ([4], [[L0], [[LL]).

Acemoglu and Ozdaglar were the first to introduce pricing competition between
link operators to the above model [[l]. They showed that increasing the competition
among operators from a monopoly to an oligopoly may reduce the efficiency of the
network, achieving tight bounds on the Price of Anarchy. In a follow-up work [2],
they generalised the above by assuming more general topologies where links can also
be linked serially (serial-parallel networks). Correa et al. [21]] showed pricing games
may not exist, may not be unique and can be arbitrarily inefficient, but regulating the
network with toll caps can solve all three issues. Harkes et al. [9] then showed that the
same is true for uniform toll caps, which is stronger in practice as toll discrimination
is often not allowed. The latter two papers have also been main pillars of the current
work.
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CHAPTER 2

PRELIMINARIES

In this chapter we will describe the model utilised throughout this thesis. If we at-
tempted to call that model by including all of its properties, the result would be a Hetero-
geneous Non-atomic n-link Parallel Network Toll Congestion Pricing Game, so while
we will describe each of those properties, we will eventually focus on heterogeneity
and the pricing competition, thus calling it a Heterogeneous Pricing Game.

Non-atomic Parallel Network Games

We consider a directed graph G = ({s,t}, N) where N = {1,...,n} is aset of parallel
links from a source node s to a target node ¢. For the non-atomic case, there is one
unit of traffic that wishes to travel from s to ¢, described as the unit interval [0, 1],
endowed with Lebesque measure \. Each point p € [0, 1] will be called a player and
will be considered to be non-cooperative and contribute to the traffic by an infinitesimal
amount. As such the decisions of individual players have no effect on the game and it
becomes natural to only consider non-zero measure collection of players.

A flow is a Lebesque measurable function f : [0, 1] — N that describes which link
is selected by each player. It is more intuitive, however, to consider the resulting flow
on each link (flow on paths), i.e. x; = A({p € [0,1] : f(p) = i}). Hence we get flow
as a (stochastic) vector © = (x;);c v Where z; is the total flow on link ¢ with x; > 0 and
> icn Zi = 1. The flow then creates congestion on the links, each described by a non-
decreasing latency function (¢;);cy which we assume to be affine. We denote by Ly
the class of polynomial latency functions with nonnegative coefficients and degree at
most d, and as such £; becomes the class of non-decreasing latency functions. Finally,
the network can also be extended by allowing a set of tolls ¢ = (¢;);cn to be assigned
to each link, which in turn adds to the effective cost of a player using them. At this
point we should also mention that we will freely use, when needed, the standard game-
theoretical notation of t_; = ¢ \ {¢;}.

The above set-up creates a Non-atomic Parallel Network Game with tolls where
each player will select the link that minimises their individual traffic latency. We con-
sider two cases where players either react to tolls in a homogeneous or a heterogeneous
manner.



Homogeneous players

In the homogeneous case all players have an equal reaction to tolls, and therefore the
effective cost of a player using link ¢ becomes ¢;(x;) + t;. For a given set of tolls ¢, a
flow x is a Wardrop equilibrium for t if Vi, j € N with ; > 0 it holds that

Ci(xi) +t; < Li(x;) +t;

In that case, all links with x; > 0 have equal effective costs, i.e. there exists some
K > 0 such that for all those links 4 it holds that ¢;(x;) 4+ ¢t; = K. From a well-
known result from Beckman et al. [3] and Dafermos and Sparrow [[/], such and an
equilibrium for ¢ exists, is unique with regard to costs and can be described by the
following inequality.

Lemma 2.1. A flow x is a Wardrop equilibrium for ¢ if and only if for all feasible flows

T,

D (i) +t) - (@ —2f) <0
iEN
The notion of uniqueness under costs is important in order to acknowledge that a
given flow on paths can be achieved by many player-link assignments, since the users
can be put arbitrarily on the links, as long as each link is receiving the same total traffic.
We can therefore denote by x(t) the flow occurring on that unique -up to costs-
equilibrium for a given set of toll ¢. If £ = 0™ then the equilibrium is called the Wardrop
equilibrium. Tt's also worth noting that, looking at Lemma .1|, we can see that what
actually matters, with regard to the flow, is the relative difference among the tolls and
not their actual values. To demonstrate this, if we consider an arbitrary ¢ € R and
tolls ¢’ = t + c then for the same flow x and any other flow 2’ the sum becomes

D () o )l —af) = 3 (bi(a) + b — ) + e (Z zi - Zx2>
iEN = 2 >
= Z(&(%) +t)(z; — ;) <0

iEN

which makes x the Wardrop equilibrium for ¢’ as well. The last equality holds because
x4, 2} are flows of the network and therefore ) .y x; = >,y oy = 1. Also, this
reasoning is still valid for ¢ < 0 as long as ¢; + ¢ > 0 for all ¢ € N, or in other words,
as long as ¢ > — min;ey ¢;.

With this observation we can see that the case of ¢ = 0" is equivalent to any toll
instance such that t; = t5 = --- = ¢,,. We will therefore simplify our notation and
write £ = 0 when talking about the game without tolls, though we will in fact mean the
entire class {t = (¢);en,c € Ry}

Finally, for affine latencies we can calculate z(t) by following the same reasoning
as [9, Prop 3.1]. For ¢;(x;) = a;x; + b; with a; > 0,b; > 0 and t € R", define
N(t) = {¢ € Nlz;(t) > 0}. Since z(t) is an equilibrium for ¢ then for all i € N(t)
we get ¢;(x;) + t; = K for some common effective cost K. By also using the fact
that > jen@ Ti = 1we solve the equations with regard to K and eventually get for all
i€ N(t)

b4t —bi—t;
2i(t) = 1+ 2 jene ﬁjaiy

_ .1
2 jeN) af
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Heterogeneous players

In the heterogeneous case, each player p reacts differently to tolls, presumably due to
different time-money trade-off values. We describe this by adding a money sensitivity
weight a(p) on the toll costs experienced by a player, making them see the cost of a link
with flow x; and toll ¢; as ¢;(p) = ¢;(z;)+a(p)-t;. Foraflow z and tolls ¢, each player
considers their costs experienced across all links and then selects to use the one (or one
of potentially many) with the lowest cost. By also assuming that the players are sorted
by money sensitivity, we can describe their heterogeneity by defining a non-decreasing
function « : [0,1] — [0, +o0]. We call « a distribution function. Even though the
definition does allow functions that are not upper bounded with a(1) = +o0, we will
always assume that « is finite on [0, 1).

We can therefore define an instance of a Heterogeneous Pricing Game as the tuple
(N, ¢, a), with N = {1,2,...,n} the links of the network, ¢ = (¢;);cn the affine
latency functions for each link and « the non-decreasing distribution function. With
all the above we can again define a Nash equilibrium for the game if Vi € N and
Vp € [0,1] it holds that

crp)(P) < ci(p)

Existence of an equilibrium is guaranteed by the more general results of Schmeidler
[20, Thm 2], while uniqueness with regard to costs is covered by Milchtaich [[14, Prop
3.3] (see Related Work [L.1)); for a more detailed coverage of those look at the definitions
and propositions of Cole et al. [5, §2]. We can therefore also extend the definition of
x(t), being the Nash Equilibrium for ¢, similarly as in the homogeneous case.

We will now prove a general property of parallel networks which captures the re-
lationship between latencies and tolls. It is trivial for homogeneous games that higher
tolls create lower latencies on their respective links, but for the heterogeneous case it is
not straightforward so we'll prove it.

Lemma 2.2. Let (N, ¢, a) a Heterogeneous Paralle] Game with tolls ¢ and flow z(t)
the Nash equilibrium for ¢. It holds for all ¢, j € N with x;(¢), z;(¢) > 0 that

(@) Li(zi(t)) < €5(z;(t)) iff t; >t
(i) £i(zi(t)) = €5(x; (1)) iff ti = ¢,

Proof. We will prove (4) and the rest follow similarly. For the left-to-right direction we
assume that £;(z;(t)) < £;(z;(t)). If we also assume that ¢; < ¢;, then for all players p
we get él(xZ(t)) + O[(p) 1 < EJ(CL'](t)) + O[(p) . tj = Cl(p) < Cj(p). Since Zl'j(t) >0
there exist players p; on link j for which cs(, (p;) = ¢;(p;) > ci(p;), which is a
contradiction since x(t) is a Nash equilibrium. The opposite direction is also proved
similarly. O

This property shows us that for a given ¢ € R”, if we order the links according to
decreasing toll values, then the same link order will have latencies ordered in increasing
values (and vice-versa). It is then easy to show that the players using each such link
are also ordered with regard to their « values in increasing order. Therefore a given set
of tolls can define an ordering of links where t; > to > -+ > t,, and ¢1(z1(t)) <
lo(xa(t)) < -+ < Ly(x,(t)), while if we were to pick player representatives from
each link with positive flow p1, pa, . . ., pg, we also get a(p1) < a(p2) < -+ < a(pk).
Note that the ordering is unique only when the inequalities are strict, as had we had

7



t; = t; for any 4,5 € N then i and j can be ordered arbitrarily. If £ = 0 then all
links can be ordered arbitrarily, which is why when comparing ¢ with 0 we will assume
the ordering is the same for simplicity. We continue with the following lemma which
describes a property for the last link in such an ordering.

Lemma 2.3. Let (N, /, o) a heterogeneous parallel game. For tolls ¢ € R} consider
the links in decreasing toll ordering. It holds that x,,(t) > .,,(0).

Proof. Considert’ =t — t,,. From assumption we have ¢,, = min;c y t;, which makes
t' € R} with t;, = 0. Since the flow equilibrium z(t) is dependent only on the toll
differences, we get x(t) = z(t’). Also, by now comparing ¢’ with ¢ = 0, no additional
tolls have been added to link n, making x,(t') > x,(0). The proposition follows
naturally from the previous two statements. O

Finally we need to discuss about toll differences again. While the definition for
t € R} allows any arbitrary value, the meaningful ones actually reside in a more limited
space. Assume, for example, that a toll ¢ is such that x;(¢) = 1 for some link i € N
with ¢; > 0 and x;(¢) = O for all other links j # ¢. It's obvious that further decreasing
t; changes nothing for the flow, which is why in any optimisation setup (minimum total
cost, maximal profit, etc.) those cases never come into play. Same reasoning can be
done for increasing ¢; in tolls ¢ where x;(t) = 0. Therefore, there exists an upper bound
for the valid toll difference between any two links 7, j € N, which can be calculated as
the toll difference which even the least sensitive player O (to account for heterogeneity)
will view the link with the lowest toll (and all flow) as the one with the lowest cost. In
other words, assuming ¢; > t; with all flow in j and «(0) > 0 we get

In the following chapters we will generalise and investigate more formally this idea,
along with the overall relation between the toll and latency differences with regard to
sensitivity values.

We conclude this section by providing an example to solidify all the above.

Example 2.4. Let ([2],4, ) a toll game with latency functions {1(x) = 2x,ls(x) =
2 + 1 and distribution function a(p) = p + 1.

a(p)
2x
2 —
1 —
rz+1
T p
0 1
Network of Example 2.4 Distribution function of

Example R.4
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We can easily calculate z(0) = (2/3,1/3) with equal cost 4/3 in both links. If
tolls ¢ = (3,2) are assigned to the links, then x(3,2) = (1/4,3/4). Indeed, since
t1 > to then the flow users with the lowest sensitivity will use link 1, while the more
sensitive ones will use link 2. With players ordered in increasing sensitivity order, the
less sensitive link 1 users will have players p; € [0,1/4] with a(p1) < a(1/4) = 5/4
and respectively link 2 users po € (1/4,1] (player x; can be put arbitrarily in link 1
or 2) have a(p2) > «(1/4) = 5/4. Finally, all flow users will view the link latencies

similarly as
13y _ 1 3V _ (2 7
((13) =((3).(3) =31
With all the above we can verify now that for all players in link 1 it holds that
c1(p) < e2(p) & § +3a(p1) < § +2a(p) & alp) < §

while the opposite direction also holds similarly for players in link 2. We postpone the
discussion of how that flow can be calculated until Chapter P, as we'll require a better
notion of the player who views the two links as equal (in this case, player 1/4).

We can also calculate the maximum valid toll difference for each case where all
flow is in one link, as the minimum toll difference for which x(¢) = (0, 1) or (1,0).
If z(t) = (0, 1) then even the player with the least money sensitivity value a/(0) = 1
views link 2 as the lowest one, i.e.

52(1) + 04(0) -t < [1(0) =+ Oé(O) ‘t1 =1t —ty > 2
Respectively, if z(¢) = (1,0) then
51(1) + OZ(O) -t < EQ(O) + 04(0) o=t —t1 > 1

We can easily check that, for toll differences tight on the above inequalities, indeed all
flow goes into a single link, e.g. x(4,2) = (0,1) and 2(2,3) = (1,0), and thus any
larger toll difference is meaningless to consider.

Pricing Games

Arriving at the main model that will be used in this thesis, we keep the above Network
Game model and introduce an agent for each link, hereby called link operator, who
can assign a toll to it and gain profit from it. For each link operator 4, their profit
I1; is defined as II; = x; - t;, and since we have defined x(¢) we can extend II; to
I1;(t) = x4(t) - t;, which describes the profit of link operator ¢ at the Nash equilibrium
for a given toll ¢. The link operators compete with each other for profit, each selfishly
selecting the toll ¢; that will maximise their profit, given fixed remaining tolls ¢_;. We
describe this best response as B;(t_;) = argmax, >, I1;(;, ;). Consequently, a toll
vector t is a Nash Equilibrium for the pricing game, if Vi € N and V¢, € R, it holds
that

IL; (s, t ) > T(t], t—)

or, equivalently, if
t = (Bi(t-i))ien

We will denote this toll equilibrium as ¢* when relevant.
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Homogeneous players

From the work of Harkes et al. [9, Example 4.2], we know that, for homogeneous
players, uniqueness of t* is guaranteed only when x;(0) > 0 for all i € N, a property
called the full Wardrop support assumption. This is seemingly not as much restrictive in
practice, as there would be little motivation to add tolls to a route with no traffic. From
the same work we also get that if the full Wardrop support assumption holds, then ¢*
is unique [9, Lemma 3.3], while also z;(t*) > 0 and t; > 0 forall ¢ € N [9, Lemma
3.2]. Finally, again from Harkes et al. [9, Lemma 3.3] we can also get a formula for
the Nash Equilibrium of the pricing game for affine latencies ¢;(z) = a;x + b;.

1
tr=a+—=——] z@ 22
<a Ej;élai) Cﬂ( ) ( )

Game equivalence

Another notion we will need in our analysis is when two games are equivalent. This
concept will be helpful because, in some cases, even though the parameters of a game
might change, the players' relative utilities and respective strategies do not, making
the two instances in practice identical. For example, similarly to our analysis of toll
differences using Lemma R.1|, if we consider the two homogeneous games (IV, £, 1)
and (N, ¢ + ¢, 1) for some ¢ > 0, then the flow's behavior will be the same in both of
them, resulting in equivalent instances. We give here a formal definition.

Definition 2.5 (Game equivalence). Let G, G2 be two n-link Network Congestion
Games. G; and G, are called equivalent if and only if for all tolls ¢ € R it holds
that (V) (t) = ) (t), with 2V (t), 22 (t) being the Nash Equilibria for ¢ in Gy, Go
respectively.

It trivially follows from this definition that the two pricing competition games played
on two equivalent network congestion games are identical.

10



CHAPTER 3

| MONEY SENSITIVITY SPLIT

Summary

In this chapter we will formalise and investigate the behaviour of the way a heteroge-
neous flow splits among the network links. In order to tackle the variance in money
sensitivity among the flow users, we will focus on two (arbitrary) links and seek a
money sensitivity value for which, for a given set of tolls, the two link costs are equal.
After some discussion around the intuition of this idea, we will formally define a money
sensitivity split function (B.1]) to capture this notion, as well as describe its essential idea
of splitting the sensitivity values of the link's users to lower and higher values (Corol-
lary B.3)). A discussion will then be necessary about the set of sensitivity values in the
flow users of a link which will lead us to defining them in B.4. We then proceed with
Lemmas to describe the split function's bounds (B.5), monotonicity (B.€) and asymptotic
behavior (B.7), with which we'll arrive at the function's characterisation, cementing it
visually for Example 2.4 in Figure B.1. Finally, some observations about the split func-
tion's global upper bounds (Lemma B.9) will have as logical consequence this chapter's
main result, Theorem B.10, which states that there may exist a portion of players whose
sensitivity value can be arbitrarily high without affecting the network game.

3.1 Introduction

One of the main difficulties with heterogeneity is that, for a given set of tolls, flow users
with different money sensitivity values, view toll values also differently, and therefore,
in practice, play different games. In the analysis of Example 2.4, we can see a first
glimpse on how to tackle this issue, as we found out that the flow users on each link are
organised around the player that views the two link costs as equal. This notion will be
the center of this chapter, and using it we will try and describe some properties about
all users.

We start with a simple example in a network with 2 links. Consider ([2],/, @), a
heterogeneous parallel game with two links [2] = {1, 2} such that 2 (0), z2(0) > 0,
tolls t = (t1,t2) assigned to them and z(t) = (x1(t), z2(t)) the Nash equilibrium
for t. Without loss of generality we assume ¢; > t5 which from Lemma P.2 leads

11
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to ¢1(z1(t)) < l2(z2(t)). For the 2 links of the game we introduce the term money
sensitivity split as(t) as the value of o for which if any player p has a(p) = as(t) then
that player views the 2 links' total costs as equal. More specifically, as(t) is the value
of the distribution function « for which it holds

61 (xl(t)) + Oés(t) . tl = fg(ﬂ?g(t)) + Oés(t) . tg
from which, after solving for « (), we get

la(x2(t)) — li(z1(2))

£ =
O‘s() t — 1,

Before we get into a more formal definition and description of a, it'd help to first
discuss the nature of the split that g captures. Regardless of whether there exists a
player p such that a(p) = as(¢), it still holds that

« if a(p) < as(t) then ¢4 (z1(¢)) + a(p)ts < La(z2(t)) + ap)ts, so pis on link 1

1 (t))

« if a(p) > as(t) then 44 +
x1(t)) + a(p)ty = La(x2(t)) + a(p)ta, so p is either on

( a(p)ty > la(x2(t)) + ap)tz, so pis on link 2
o if a(p) = as(t) then £4 (
link 1 or 2

Remember that we have assumed that t; > to g l1(z1(t)) < La(z2(t)). Therefore,
the flow in the lower-latency link 1 has players with a(p) < a(t), while the flow in
the higher-latency link 2 has players with a(p) > as(t). Since the players are sorted
in increasing order according to a, it helps to view the players in the first case as the
"lower" part of the split and respectively the players in the second case as the "upper"
part of the split. Alternative split labels could be rushed-relaxed or rich-poor.
provides of a summary of the properties for each part of the split

Table 3.1: Summary of properties for the sensitivity split.

lower split upper split
a a(p) < os() alp) = oy ()
link low-latency, high-toll | high-latency, low-toll
sensitivity time > money time < money

Finally to acknowledge that we have arbitrarily handled any players with a(p) =
as(t). Those players, if any, even though they see both links with equal total cost, in
the optimal flow x they have settled in either link 1 or 2. We investigate more in depth
the relation of o with the flow in the next propositions.

We can now formally define o and prove some of its properties.

3.2 Definitions

Definition 3.1. Let (N, /, ) a heterogeneous parallel game, tolls ¢ where ¢; # t; for
links 7,7 € N and z(t) the Nash equilibrium for t. We define the money sensitivity
split function a9 : {t € R%|t; #t;} — (0, +00) as

0 () = gj(fcj(t;i) _:;i (i(1))

In the case of N = [2] where there exists only one link pair, we will simply write a(t).

12



CHAPTER 3. MONEY SENSITIVITY SPLIT

We can easily see that if any flow user p has a(p) = a5#7)(t) then ¢;(p) = ¢;(p).
The fact that the function is not well-defined for ¢; = ¢; matches with the notion we're
trying to capture, as in that case we get ¢;(p) = ¢;(p) for all flow users of the network,
regardless of their money sensitivity value. We will also give a more formal definition
to the lower-upper split intuition we described above.

Definition 3.2. Let (N, ¢, «) a heterogeneous parallel game, tolls ¢ where ¢; # t; for
links ¢, 7 € N and x(t) the Nash equilibrium for ¢. Assuming w.L.o.g. that¢; > ¢;, we
define as lower split the (possibly empty) flow x;(t) and as upper split the (possibly
empty) flow x;(¢).

Corollary 3.3. Let (N, 4, ) a heterogeneous parallel game and tolls ¢ where t; # ¢;
for links ¢, 5 € N. It holds that

 a(p) < asB9)(t), for all players p in the lower split
* a(p) > asB9)(t), for all players p in the upper split
Proof. Let again w.l.o.g. assume ¢; > t;, making by definition a player p in the
lower split be in link ¢. Since x is a Nash equilibrium we have
ci(p) < ¢j(p) = Li(wi(t)) + ap) -t < £;(x; (1)) + alp) - ¢;

fj(xj(ﬁzz?—li%(xi(ﬁ)) = a(p) < Ozs(i’j)(t)

"2 a(p) <

Similarly we can show that a(p) > «(%7)(t), for all players p in the upper split. ~ []

At this point in our analysis, we will need to describe the notion of the lowest and
highest « value in a link's flow, which then in turn requires us to look at which interval
from the [0, 1] flow is assigned to which link. We have assumed that the flow is ordered
by increasing « values, so from the fact that for any given set of tolls, any toll ordering
defines a respective link ordering where the users are assigned again with increasing o
values, it follows that a toll ordering can define a partition of [0, 1] where the elements
are the intervals of each link. Example .4, for instance, has flow on paths z(3,2) =
(1/4,3/4) which corresponds to partition [0, ﬂ U (%, 1] or [O, %) U [i, 1] , since player
1/4 views the two link costs as equal.

Using flow on paths to describe the assignment of flow to links, we inherently ignore
the edge players of the respective flow intervals as negligible in a Lebesque-measurable
flow. When looking at « values, however, a player's « value might deterministically put
them in a specific link, depending on how « is defined. If, in Example R.4, we consider
a different distribution function where a(p) = 1 for p < 1/4 and a(p) = 2 otherwise,
we'd still get 2(3,2) = (1/4,3/4) (checked similarly as in the example's analysis) but
with player 1/4 strictly selecting link 2 (since a(1/4) = 2) and no player viewing the
two link costs equally. We will cover both cases of open and closed intervals by using
border bounds on the set of all « values of a link's flow.

One other difficulty we need to consider are cases where t; = t; for some links
1,7 € N. Remember that z:(¢) is only uniquely defined with regard to costs, which in
extension makes players in such links with equal cost (viewed as such by all players of
the game) able to be put arbitrarily in any of the two, regardless of their « value. Even
if we attempted to assume a link assignment ordered by «, the link order also matters,
as the (equal latency) links might have different flow volume, resulting in different «
values in the flow that uses each. We tackle this by assuming that our sets contain
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all possible « values of any player that might use that link. We therefore ignore the

information about the actual flow splits among those links and keep only the ones among

links with different toll values (and in consequence different latencies, Lemma P.2).
With all the above we arrive at the following definition.

Definition 3.4. Let (N, ¢, ) a heterogeneous parallel game, tolls ¢ and «(¢) the Nash
equilibrium for ¢. We define as A;(t) the set of all possible a(p) values of players
p using link ¢ in the Nash equilibrium for ¢. More formally, we define a set function
A; : RY — P(Ry), where P(R,) is the powerset of R, such that

Ai(t) ={a)|f(p) =jAt; =i}

Notice that, with this definition, it follows that A;(0) is the entire domain of « for
any ¢ € IN. We continue with describing some basic properties around the values of a.

3.3 Properties and analysis

Lemma 3.5. Let (V, {, &) a heterogeneous parallel game and tolls ¢ where ¢; # ¢; and
x;(t), z;(t) > 0 for some links 7, j € N. Then the following hold:

() o) (t) >0

(i) as™9(t) € [a(0), a(1)]

(iii) if ;(z;(t)) < £;(x;(t)) then sup A;(t) < as(9)(¢) < inf A;(¢)
Proof.

(i) Trivial application of LemmaP.J. Since we havet; # t; it follows that ¢; (a; (¢
¢;(z;(t)) and therefore a5 (7) (¢) # 0. Then we only need to notice that £; (z;(
0i(z;(t)) & t; > t; and we get as(*)(¢) > 0 from Definition B.1.

) #

) <

(ii) Since z;(t),z;(t) > 0 then Ip;,p; € [0, 1] each on a different link, for which
we assume w.l.o.g. that a(p;) < a(p;). Then from Corollary B.3 It holds that
a(p;) < a5 (t) < a(p;). With o being non-decreasing it follows

a(0) < a(p;) < as(i’j)(t) < a(pj) < a(l) = as(t) € [a(0), a(1)]

(iii) Natural consequence from Corollary B.3 and Definition 3.4,
O

At this point we should notice that o, similarly to z, depends only on the toll dif-
ferences and on the toll ordering on links. With that in mind, we will investigate the
monotonicity of «y in relation to those toll differences (and in extension to latency dif-
ferences) and only when the link ordering does not change. For the latter condition
to be true, we will need to compare different tolls that create lower-upper splits in the
same links, or, in other words, for tolls ¢, to hold that if ¢; > ¢; then also t; > t”.. We
will capture this with the following condition

ti —t
t—t

>0 (3.1)
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CHAPTER 3. MONEY SENSITIVITY SPLIT

where indeed if ¢; > t; then

ti>tj<:>ti—t]->0@)t;—t;->0<:>t;>t;-

and likewise we also get ¢; < t; < t; < t}. Also note that this property also holds for

the respective latencies, meaning that if ¢ and ¢’ define the same toll ordering on links,
Liai(ti)) =25 (x;(t;5))

then 7 =4, @@y > O

Lemma 3.6. Let (N, ¢, o) a heterogeneous parallel game and tolls ¢, ¢’ such that t; #

tj,t; # t; for some links i,j € N and t; = t), for all other k € N\ {i,j}. If it also

holds that z;(t), z;(¢), z;(t'), z;(¢') > 0 and i,:ii

> 0, then the following are true:

(i) if =4 < 1then o, (t) > a9 (¢')
T J

(i) if 424 > 1 then a9 (t) < o, () ()

(iii) if o9 (t) > a9 (¢') then timt; - q

[

(iv) if a9 () < a9 (') then H=4 > 1

=t
Proof.
=Y < 1=t —t;] < |t —t)],ie. fromttot the
toll difference is not decreasing, which means that the players in the upper link (i.e.
the players who already prefer the higher latency and lower toll link, non-empty from
assumption) will still view their link as the best option. Therefore only flow from the
lower latency link, if any, might move towards the slower one. Assume w.l.o.g. that
t; > tj, giving us x;(t) > x;(t') and z; (¢) < z,;(t').

If 2;(t) = @;(t') and 2 (t) = x;(t'), then looking at as"7) we get

(i) Begin by noticing that

a9 (#) = i () = i) €5(x; () — Liwi(t) a9 () b —ti

1 vt vt

so obviously H=4 < 1 & o, () (') < a9)(t).
i g

If ;(¢t) > x;(t') and z;(t) < x;(t') then there exists a player p who is in link ¢

in the Nash equilibrium for ¢ and in link j for the one for ¢/, meaning that by applying

(twice) Definition B.4 we get
inf A; (') < a(p) < sup A;(t)
By now carefully applying (twice) the property from Lemma @(m) we get

oD () <inf A (') < sup A;(t) < a9 (1)

(#4) Arguing symmetrically to (7), we see that in this case the toll difference is non-
increasing from ¢ to ¢/, and therefore flow from the higher latency link will move to-
wards the lower one, i.e. ;(t) < x;(¢') and x;(t) > x;(¢’) (assuming again ¢; > t;).
With a similar argument we then get a,,(#7) () < o) (¢/).
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LY > 1. Then by (ii) it would hold that o, 9 (£) < o (#9) (') which

=
T J
is a contradiction.

(#i1) Assume

(iv) Assume 4—4 < 1. Then by (i) it would hold that cs (9 (£) > o (“9) (¢') which

Tt
=t
is a contradiction. O

Finally, focusing on the asymptotic behavior or ("7, we can easily check that
when ¢t — 0 the flow approaches x(0). However, if ¢; > ¢; then z; (otherwise x;) is
the lower split, and from Lemma B.3(i77) we can see that as("9) is between the highest
value of the lower split and the lowest value of the upper split. Therefore the direction
of t; > t; matters to as to which o value as(i’j ) approaches as t; —t; — 0, a distinction
which we can capture by using side limits ¢; —t; — 0~ and t; —t; — 0T accordingly.
However, since t; —t; — 07 is equivalent to t; —t; — 07, it suffices to focus on one
of them.

The next lemma sums up the above discussion and gives us some insight about the
asymptotic behavior of «(t).

Lemma 3.7. Let (N, £, ) a heterogeneous parallel game and tolls ¢ where t; # ¢; and
x;(t), z;(t) > 0 for some links 4, j € N. Then the following hold:

@ lim )= 0

|t7;—tj ‘—)-‘rOO

() lim o B () = limsup A;(t)

ti—t;—0F ti—t;—0+
Proof.

(1) We only need to notice that

|6 (i(t)) = £5(2;(8))] < max{£;(1) — £;(0),£;(1) = £:(0)} = L

and we find
ij . bi(;(t)) — i, (t
im | @)) = lim [4i(i(t) — €5(2;(1))]
Iti=tjl—+o0 |ti—t;|—+o0 It — t]
< li 0

< lim —— =
[ti—t;|—>+oo |t; —t;]
and since from Lemma B.(7) we have a;(7) (t) > 0 we get

lim o, (t) =0

Itiftj | =400

(ii) We are interested in a5(»9) (t) when t; > ¢;, i.e. when link i has the lower split.
Denote by P;(t) the set of all players in link 7 in the Nash Equlibrium for ¢, i.e.
Pi(t) = {p € [0,1]|f(p) = i}. Pi(t) is non-empty since z;(t) > 0.

Let (t;,, )men a decreasing sequence of tolls in link ¢, such that ¢; — ¢;. We
know that as a toll decreases, the link can only gain flow, which in turn makes
(xi(ts,, ,t—i))men non-decreasing with x;(¢;, ,t—;) — x;(t). Therefore we can
define from each ¢; , an edge player (p.,)men such that p,,, = sup P;(¢;, ,t—;),

thus making the non-decreasing sequence (p,)men With p,,, — sup P;(¢).
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Corollary B.3 gives us a(p,,) < as ™9 (t; ,t_;) for all m € N. If the inequality
holds as equality (in which case c;(p,) = ¢;(pm)), we take ] = t;, . Other-
wise, it holds for all players in link i that ¢;(p) < ¢;(p), which means there is room
to increase ¢; , with no link users leaving the link (also no player from other links
will enter a more expensive one), making the total flow remain the same. Since
we're interested in ¢; values very close to ¢;, we can safely assume that ¢, j are con-
sequent links in the toll ordering on links defined by ¢, and since ¢;,, — ¢; we can
also assume that no ¢; , element breaks that ordering. We can therefore see from
Lemma B.q that if we take t; > t; then o ™) (t] |t ;) < a8 (t;, ,t_;),s0
we do so until we again reach the point where the most sensitive player of the link
will view the i, j link costs equally, i.e. al(pm) = as“7) (], t_;). That increase
doesn't break the monotonicity of the sequence, since the increase will happen at
most until the value of the previous sequence element is reached, for which we've
already checked that the inequality from Corollary B.3 is tight. Therefore, the up-
dated toll sequence (Z; )men becomes non-decreasing with ¢; ~— t; and it holds
for all elements that

a(pm) = as(m) (t;m,’ t_i)

Finally we need to notice that from Lemma R.J we have t; = t; if and only
if £;(x;(t)) = £;(x;(¢t)), so as t; — t; approaches 0, ¢;(x;(t)) — ¢;(x;(t)) also
asymptotically approaches 0. From the fact that, as ¢; approaches t;, the flow also
needs to change to approach ¢;(x;(t)) = ¢;(x;(t)), it seems safe to assume that
for ¢; arbitrarily close to ¢; there will be players viewing the two links as equal,
making the corollary inequality tight, and in turn ¢} = ¢;.

Considering all the above, while also noting that from Definition B.4 we have
a(Pi(t)) = Ai(t), we finally get

lim a®DE) = lim oS (.t
ti—t; =0t s ( ) ti—t;—0+ 5 (m z)
= lim lim Oés(i’j)(t; i)
ti—t;—0+ \m—+o0 m

lim ( lim a(pm))

t;—t;—0+ \m—+oo

li Pi(t
ym a(sup P;(t))
limsup A;(t)

ti—t; —0+

O

All the above lemmas can now help us describe the behaviour of oy for different
tolls, and more specifically how it behaves with regard to ¢; for a fixed t_;. The main
challenge in this analysis is that a changing ¢; can affect the sensitivity split of multiple
link pairs, while even the link ordering is not always fixed, as we can put link ¢ at
any place by selecting an appropriate ;. In order to help with the intuition, we will
simplify our final analysis to 2-link networks, where we essentially have two possible
toll orderings, thus giving us a simplified look on what happens when that ordering
changes. Note that the concepts presented here are still valid for n-link networks, if we
simply focus on consecutive links. We start with the following corollary.
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Corollary 3.8. Let ([2], ¢, ) a heterogeneous parallel game and tolls ¢t = (¢1,¢2) such
that t; > ¢ and x1(t) > 0. If « is continuous at x1(0), then

lim  og(t) = a(z1(0))

t1—t2 —0t

Proof. Since t; > to then link 1 is the lower split and, using the P; set function from
the proof of Lemma B.7(i4), we get that Py (x1(t)) = [0,21(¢)] or [0, 21(¢)). In either
case, from Definition B.4 we get sup A (t) = a(sup Py (t)) = (1 (t)). We see that

lim  os(t) = limsup A;(t) = lim «(z1(¢)) = a(z1(0))

t17t2ﬁ0+ tl—tg—)0+ t17t24)0+

The first equality follows from Lemma B.7 (i), the second from the relation discussed
above and the last one from the fact that « is continuous at z1(0) and z(¢) continuous
att = 0. O

3.3.1 Function characterisation

Arriving at the function's characterisation, we will fix ¢5 (arbitrarily large, if needed)
and investigate as(t) as t1 goes from 0 to +o0, or equivalently, as t; = ¢; — t5 takes
values in (—oo, 0) U (0, +00). Starting from the left side, we know from Lemma B.7(4)
that limy, —, o a5(t) = 0, with link 2 being the lower split since ¢4 < 0. By keeping
tq < 0 we also maintain the toll order, so as ¢4 increases (which means the absolute toll
difference decreases) from Lemma B.6(i) we get that ay is non-decreasing. Eventually,
Lemma PB.7(ii) gives us that lim,, ,o- as(t) = lim sup;, - Az2(t). Proceeding to
cases where t4 > 0, we symmetrically get lim,, o+ as(t) = limsup,, o+ A1(t), as
non-increasing as ¢4 increases and lim;, 4 o = 0.

The above show that «a;(t) is continuous for all ¢ # 0, approaches 0 at large toll
differences and increases as that difference approaches 0, thus making the side limits
around 0 have different values (apart from the very specific case where 1 (0) = x2(0)).
At this point, we should also mention that, at the toll difference bounds we discussed
in Chapter P, o, takes the value of the least sensitive player, i.e. a(0).

We apply this on Example 2.4 to solidify it. Since « is continuous we get from
Corollary B.§ that

trlti;g(r as(t) = a(z(0)) = 4/3,t171ti21£O+ as(t) = a(z1(0)) =5/3

Toll difference bounds are ¢; — ¢t5 < 2 and t5 — t; < 1. The distribution function for
this example is simple enough for us to also calculate a closed type for as(¢) (included

analytically in the [Appendix), from which calculations we get

— t—ty < —1
afty = { T =R ECLO)

w1 o€ 0.2)

" ty—ty >2

whose plot is in Figure B.1| and which confirms the analysis we did above.
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as(t)
2 -
5/3

4/3

T T tl —t2
-1 to 2

Figure 3.1: Split function of Example 2.4

3.4 Upper bound

Having now a good overview of the overall values of ag, we notice that there exist
values of « that will never be a value of . Do those values actually affect our game in
any way? We answer this in the theorem below, which is the main result of this chapter,
preceded by a lemma to describe those missing values.

Lemma 3.9. Let (N, ¢, ) a heterogeneous parallel game. For alli,j € N,i # j it
holds that

o) (1) < max{ limsup A;(t), limsup Aj(t)}

ti—t;—0t tj—t;—0t

Proof. From Lemmas B.7 and B.§ (also look the discussion at the function character-
isation above) we get that, for t;, — ¢; in (—00,0) and (0, +00), s is non-decreasing
and non-increasing respectively. Therefore, o is upper bounded by its side limits as
t; —t; — 0, which means that for all ¢ in the domain of o we get

as<ij>(t)<max{ lim  a%9(t), lim as(i’j)(t)}
tiftj%0+ tiftjﬁof

which in turn, after applying Lemma B.7(i4), while noticing that ¢; — t; — 07 is
equivalent to t; — ¢; — 0, becomes

a9 (t) < max{ limsup A;(t), limsup A;(t)
ti—tj—>0+ tj—ti—)0+
O

Theorem 3.10. Let G; = (N,/,aV)) and Go = (N, ¢,a(?)) be two heterogeneous
parallel games with the same number of links n = |N| and latency functions ¢. For
(W (t), 22 (t) the Nash equilibria for t € R™ in Gy, G, respectively, denote as (0) =
(1 (0) = (2 (0) the equal flow on paths between G; and Gy for t = 0. If the distri-
bution functions o) and a(?) are such that

aW(p)=aP(p),Vp:p<1- min{a;(0)}
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then G; and G, are equivalent.

Proof. Tt suffices to show that 2™ (t) = 2(?)(¢),vt € R7. It's already stated that
the equality holds for ¢ = 0. For ¢t # 0, assume for simplicity that all ¢; # ¢; for
all 7,7 € N. Note that since we apply the same tolls ¢ to both games, the ordering
they impose on the links is also the same. We denote as i = i(!) = i(2) the common
corresponding link ¢ between the two games.

Assume that the theorem does not hold, i.e. (") (t) # 2(?)(t). Then there exists

some link 7 € N such that xgl) (t) > :E,EQ) (t) > 0, meaning that there exists a player p
who is on link 7 in G; but not in Go. Let j be that link. Ifx§1) (t) > :c§2) (t) then select j
and start the same reasoning from the beginning, until eventually we arrive to ¢, j such
that = (¢) < 2% (¢).

If we consider now the split between ¢ and j and since the toll ordering on links is
the same between the two games, player p exists in the lower split for one game and
on the upper one for the other, let w.l.o.g. those games be G; and G, respectively. So
if we take G; where p is in the lower split, then it holds that p is not in :,;SP, since the
link with the highest toll is always the upper split with regard to all others. Therefore
p<1-— x%l) and from Lemma R.3 we then get p < 1 — 2,,(0) < 1 — minje n{z;(0)},
which from the hypothesis leads us to a(P (p) = a2 (p).

With the above we get

2V (1) > 2 () = 2 (1) + V)t > 2P () + 0P )ty = ¢V (p) > ¢ ()

i i
and respectively

7 (1) < 220) = 200 + 0V )ty < 27 (1) + 0P )t > ¢ (p) < P )
The above inequalities mean that, between G; and G5 for player p, the cost of link ¢
decreased while the cost of link j didn't, concluding that p cannot be on link 7 in G; but
then change to link j in G5, which is a contradiction.

Therefore (1) (t) = 2()(¢) for all t € R, and from Definition 2.3 the two games
are equivalent. O

We can see how this theorem applies to Example R.4, where max{z;(0), z2(0)} =
max{2/3,1/3} = 2/3. Theorem B.1( states that even if we used a distribution function
such as

p+1l p<2/3
a(p) = /
eP p>2/3

then o would still behave the same way, as those (2/3, 1] players will always be in the
upper split regardless of their « value.

This irrelevancy will become more apparent later when calculating best responses,
as even in the pricing games those higher values are never used.
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CHAPTER 4

EQUILIBRIA IN PRICING GAMES

Summary

In this chapter we will introduce the pricing competition game to our model and examine
how different distribution functions can affect the profit maximisation game between
the link operators. We will begin by noticing that players with no toll fear, i.e. «(p)
close to 0, can be exploited by some link operators who then get unbounded profits
(Lemma [.1)). This obviously breaks the pricing competition game and, in turn, leads
us to include the restriction of a(p) > 0 when p > 0. We will then proceed to analyse
games with fixed distribution functions, where in Lemma we will show that such
games are, as intuition suggests, equivalent to homogeneous games. Special interest
will then be on comparing such games, specifically those with the same setup but dif-
ferent fixed o functions, as Lemma f.3 will reveal that, uniformly varying the player
sensitivity maps toll values around the same flow. The tools and notions built above
will prove extremely useful when we next analyse games with step distribution func-
tions, where we'll restrict our analysis to instances with 2 links to simplify our work. We
will show that 2-link games, for a fixed set of tolls, are equivalent to a specific pseudo-
heterogeneous game (Lemma #.3) and combining this property with Lemma §.7, where
we'll show that a Nash Equilibrium cannot exist with all players of each sensitivity type
using a single link, we get this chapter's main result, Theorem }.8, which states that if
a Nash Equilibrium exists in a heterogeneous game with a step distribution function,
then a respective pseudo-heterogeneous game also has an equilibrium for the same set
of tolls. Using this notion, we will describe an algorithm (B]) which can decide existence
and return the Nash Equilibrium for a 2-link pricing competition game in O(m) time.

4.1 Problems with 0 money sensitivity

It is well known in the literature that having players with a(p) = 0, i.e. players com-
pletely indifferent to tolls, creates issues. Even Cole et al. [5] assume «(p) > 0 when
p > 0 for their model to support optimal tolls. In fact, this restriction proves neces-
sary for our pricing game as well, since its absence allows distribution functions with
arbitrarily small flow all at 0, which, as we'll see in the following Lemma, breaks the
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pricing game.

Lemma 4.1. Let (N, ¢, o) a heterogeneous pricing game for which it holds that Je >
0:alp) =0Vp <e Leti € N be a link for which ¢;(0) = minjex ¢;(0). Then
B;(t—;) is unbounded for all t_; € Rﬁ_l.

Proof. All players p with a(p) = 0 will completely neglect the toll values and play the
congestion game only considering the link latencies, thus always selecting the fastest
link regardless of the toll prices. The condition of ¢;(0) = min;en ¢;(0), then, ensures
that link ¢ will always have flow, i.e. z;(t) > 0,Vt € R, since if z;(t) = 0 for some
set of tolls ¢, then 7 becomes a lowest-latency link, meaning that at least some of the
players with a(p) = 0 view this as the lowest cost, a contradiction.

Link operator ¢ can therefore select a t; > max¢_,; which will make link ¢ the
lowest-latency link, populated exclusively by players with a(p) = 0. Indeed, con-
sider 2%(t) = min{xz;(t), e} > 0; obviously a(p) = 0 ¥p < z.(t). Consequently, t;
can be increased arbitrarily with no link user ever leaving the link, resulting to a fixed
flow and pure profit for link operator . More formally, for any ¢, > max¢_; and any
t; > t; we have (E:(t“ t,i) = (E;(t;, t,i) and therefore Hz(t“ t,i) = .’Ei(ti, t,i)ti >
xf (b, t_i)t; = xf(t], t_;)t;. We fix t; and we see that

lim TL;(t;,t—;) > lim x}(t,t_;)t; = 400

t;—+o0 t;—+o0
making in turn B;(t_;) = +o0. O

We therefore need the restriction of a(p) > 0 when p > 0 in order for our pricing
game to have an equilibrium. The main interest in the above lemma is the fact that it
affects the lowest-latency, and therefore highest-toll, link, meaning that, regardless of
how high the highest toll is, some players will always remain in that link. Intuitively,
it describes the fact that having no toll fear makes a player not motivated to leave the
link, which in turn means having little control over those players using toll regulations.

In our current study of fixed and step distribution functions, this restriction will
suffice. In general, however, similar issues can also arise when many players have
a(p) close to 0 (almost no toll fear), something that our restriction allows. We include
Lemma b.1] and Example .8 in the Appendix to showcase some properties of a setup
where 0 is an accumulation point in ¢, but without going into any further analysis.

4.2 Fixed distribution function

For the case where the distribution function of our model is fixed, i.e. a(p) = ¢ for some
¢ > 0, then the game becomes homogeneous again, simply with a different -common-
sensitivity to tolls. However, what interests us in this study is the relation between
games for different ¢ > 0, as it will prove crucial when analysing step distribution
functions later. We start with formalising our base.

Lemma 4.2. Let G; = (N, /() ¢) a heterogeneous pricing game with distribution

function a(p) = ¢ for some ¢ > 0 and Gy = (N, Q, 1) a homogeneous pricing game
yied
C

with latencies /(?) = for the same c. Then the two games are equivalent.

Proof. 1t suffices to show that z(1 (1) = (2 (¢), V¢t € R?, where (V) (t), 22 (¢)
the respective Nash Equilibrium for ¢ in Gy, Go. Since G5 is homogeneous, we can use
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Lemma P.1] to get that for any other flow (%) it holds that

> (

i€EN

o=

PO +4) - (270 -a7) <0

?

which is equivalent to

> (fz(‘l)(%@)(t)) + Cti) : (332(‘2) (t) — x§2)> <0

i€EN

Notice that él(»l) (24)+ct; is the link cost of link 4 for players in Gy, given flow z; and toll
t;. Regardless of the heterogeneity of our users, since the above inequality holds, then
for flow (?)(¢) in Gy it will also hold for any other flow =) = 2(2)_ It follows that
any flow movement from x(?) (¢) will again put players in links with larger link costs,
making (%) (t) a Nash Equilibrium for ¢ in G; as well. Uniqueness of the equilibrium
with regard to costs finally gives us (1) (t) = z(?)(¢). Since the above hold for all
t € R?, we conclude from Definition R.3 that G;, G, are equivalent. O

Since a heterogeneous game with a fixed distribution function is, in practice, ho-
mogeneous with regard to the flow behaviour, we will also use, when relevant, the term
pseudo-heterogeneous game to describe such games more easily.

Intuitively, the above means that increasing the money sensitivity of all players in
a game is equivalent to proportionally decreasing the traffic that flows create on all
links. Unfortunately, this correspondence disappears for non-fixed distribution func-
tions, since, in the general setting, a flow might consist of players with different money
sensitivity values depending on the tolls, thus loosing the 1 — 1 relation between the
latency function values and the distribution function ones. We discuss more about the
relation between time and money sensitivity in Chapter .

Looking now at the relation between different fixed distribution functions, Lemma
leads us to the following proposition.

Lemma4.3. LetG; = (N, {,¢1) and Ga = (N, ¢, c2) two heterogeneous pricing games
with common latency functions ¢ and distribution functions o) (p) = ¢; > 0 and
a®(p) = ¢y > 0 respectively. Then the following are true

(i) M (cat) = 23 (eyt)

(i) Mool _
" H(2)( T o
i Clt)

(i) Bt _a

(2)
Bi (Clt_i) C1

Proof. (i) Consider the homogeneous games Gs = (N, é, 1) and G4 = (N, é, 1),
for which it follows from Lemma §.2 that they are equivalent to G1, G respec-
tively, meaning that for all t € R? we have z(V)(t) = 23 (¢) and 22 (t) =
@ (t). If we now assign tolls ot to Gs, then from Lemma P.1] we get that for
any other flow z(%) it holds that

> (% (2P (eat)) + Czti) : (x§3>(02t) _ %(-3)) <0

iEN
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which is equivalent to

Z (é 'Ei(xq(:g) (cat)) + clti) . (xgg) (cat) — x§3)) <0

iEN

which again, since #(*) is an arbitrary flow, from Lemma it follows that
23 (cot) is a Nash Equilibrium for ¢;¢ in Gy, i.e. 20 (cot) = 2P (c1t). Gath-
ering all the above, we have

W (eat) = 23 (egt) = 2@ (e1t) = 2@ (eqt)
(#4) From (4) and the definition of IT; we get

Cy - HZ(-I)(CQti, Cgt_i) =C1 - 935»1)(6215) . Cgti
@ cy - x§2) (c1t) - cat;
=cy- xl@)(clt) -1ty

=Ca - H§2) (Clti, Clt,i)
(#4t) From (i¢) and the definition of B; we get

Ct - BZ»(l)(CQt_i) = C1 - argmax Hgl)(CQti, Cgt_i)
t; >0
@ Co - arg max H,EZ) (c1ty, crt—y)
t; >0

=Cg - B1(2) (Clt,i)
O

We consider Example R.4 with fixed distribution functions o(p) = 1,3 and 4 and
visualise the flow function of link 1 for each of those cases in Figure §.1. The graph
confirms what Lemma @(z) suggests, that varying the fixed value in the distribution
function basically "maps" the toll differences to a compressed or expanded range, with
the respective flow for those corresponding toll differences remaining the same.

We proceed with a consequence of the above behaviour for the Nash Equilibrium
for the pricing game.

Lemmad4.4. LetG, = (N, 4, c;) and Go = (N, £, c3) two heterogeneous pricing games
with common latency functions ¢ and distribution functions a(*)(p) = ¢; > 0 and
a®(p) = ¢y > 0 respectively. Also let t*() and ¢*(2) be the Nash Equilibria for the
pricing games in G; and G, respectively. Then the following are true

(Z) Cli*(l) = Cgi*(z)
(43) oM (#*D) = £ (1+(2))
Proof. (i) From the definition of a Nash Equilibrium for the pricing game, we have

foralli € N in G; that
50 = BE)
where we observe from Lemma [.3 that

BV Wy = . g (Czti(})) B2 p® (clti(}))
c1 C2 1 C2
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o =
[ tl_tz

W=

Figure 4.1: Flow function for link 1 of Example 2.4 for o(p) = 1,3, 4.

From those two equations we eventually get

CLp) _ g2 (Clt*m)

C2 c "

)

foralli € N, which means that g—;tf is a Nash Equilibrium for the pricing game

in Go. From the uniqueness of the equilibrium, we arrive at %t*(l) =12,
(44) From (i) and Lemma f.3(7) we get
2O (W) © 5 (gt*(z)) B ) (4@

O

We have now gathered all necessary tools to start investigating step distribution
functions.

4.3 Step distribution function for 2-link networks

Moving now to other (actual) heterogeneous games, we will once again restrict our
model to networks with 2 links in order to simplify our analysis. Even with this restric-
tion, however, we will still uncover some vulnerabilities in reaching a Nash Equilibrium
in the pricing competition game between the link operators.

If the flow's distribution function is a step function, i.e. it takes finitely many values,
then the flow sensitivity is fixed in finite intervals. This creates a strong connection with
the pseudo-homogeneous games we studied earlier, and that connection is the main
focus of this section. The following lemma holds for any distribution function, so we
prove them as such, and by discussing afterwards their implications for step functions
we'll move to our main result.

Lemma 4.5. Let G; = ([2],4,a'V)) a heterogeneous game, ¢t # 0 a given set of
tolls and (! (¢) the Nash equilibrium for t. Now let Go = ([2], £, o) (¢)) a pseudo-
heterogeneous game with latency functions the same as G; and fixed distribution func-
tion a(? (p) = M) (¢). Then the following hold
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(i) =D (t) = 23 (t)
(i) TV (¢) = 1P (¢) forall i € N

Proof. (i) From Definition we have that o1 (¢) is the value for which any
player that has such a(!) value will view the two link costs equally. So if we as-
sume flow (1) (¢) in Go, where all players have money sensitivity o () (t), then
all players will view the two link costs equally (latency functions and tolls are the
same), which in turn means that everyone is happy with their choice. We conclude
that (1) (¢) is a Nash Equilibrium for ¢ in G, as well, and from the uniqueness of
the equilibrium with regard to costs, we finally get 21 (t) = (2 (¢).

(#4) Natural conclusion from (7) and the definition of II;.
O

We return our focus to step distribution functions, which we define as a function «
which takes on a finite number of values a; < as < - -+ < ayn, m € N. From Lemma
B.4(ii) we have a5 € [, i) and from the overall analysis of o in Chapter [ we get
that o will move continuously among a subset of (v ) x[m], mirrored around the lower
splits on each link. Lemma }.3 shows us that in each case the game is corresponding to
a pseudo-heterogeneous one with a(p) = «;(t), marking a clear connection with those
games where a(p) € (ak)ke[m)- Intuitively, it seems to make sense to "slice" the flow
into intervals in which we have equivalency with one of those games. We visualise this
intuition in the following example.

Example 4.6. Let ([2], £, o) a heterogeneous pricing game with latency functions 01 (z) =
2x,05(x) = x + 1 and distribution function o such that

1 p<i
a(p)=13 pe (3 3)
4 p>3
os(p)
2x 4 —_—
3 Oo————0
1 +—e
r+1
p
0 1 1 1
5 2
Distribution fi i f
Network of Example @ istribution function o

Example (.4

We can easily find that #(0) = (2/3,1/3), so from Corollary B.§ we get that the edge
values of g are a(21(0)) = «(2/3) = 4 and a(z2(0)) = «(1/3) = 3. Focusing on
link 1, we fix an arbitrarily large ¢- and examine ¢; — ¢, for different values of ;. With
a reasoning similar to that of Example 2.4 (since again o(0) = 1) we get that the toll
difference bounds are t; — t9 < 2 and t; — t; < 1, which means that we can restrict
our focus to t; — t2 € [—1,2]. We also know at which flows the behaviour of the
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as(t)
4
-3
1 —
. . - . . t1 — t2
—1 _2  _ 2ty 11 T 7
5 15 86 15 5
Figure 4.2: Split function of Example §.6
w w w T w Tt —t2
-1 2 _ 2ty 11 i 7 2
5 5 6 5 5

Figure 4.3: Flow function for link 1 of Example .4

network will change, which are exactly the flows where all players of each sensitivity
type are using a single link, i.e. the flows (4/5,1/5),(1/2,1/2),(1/5,4/5), e.g. flow
(4/5,1/5) has all players with a(p) = 1 in link 2 and all «(p) = 3, 4 players in link 1,
which in turn means that such a flow can only have oy value between 1 and 3.

We focus on the edge cases. For each flow and each relevant o value we can
calculate the toll difference that will cause it, e.g. if we want to find the toll dif-
ference for which we get flow z(t) = (4/5,1/5) with as(¢t) = 3, then we solve
01(4/5) + 3t1 = €2(1/5) + 3ta = to — t; = 2/15. After calculating all cases we
arrive at Figures {.2 and 1.3 which visualise respectively as(t) and 1 (¢) for all possi-
ble values of ¢;.

What one may first notice, from those figures, is that when x is fixed then a4 isn't
and vice-versa. This happens due to the fact that we have a step distribution function,
therefore if the flow is moving, then it does so among players with the same sensitivity
type, which is one of the finitely many values « can take. Inversely, if all players of
each sensitivity type are using a single link, then oy can take any value between the
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highest and lowest « value in the lower and upper split respectively.

Considering now the pricing competition game and looking at the profit function
1T, (t), we can already notice from Figure 4.3 that, in the toll difference intervals where
the flow remains the same, IT; (¢) will be strictly increasing as ¢; also does. In extension,
in terms of profit maximisation, it follows that max profit will never be within those
intervals. We capture this idea in the following lemma.

Lemma 4.7. Let G; = ([2],/, @) a heterogeneous pricing game where « is a step
function with values (ax)kefm], m € N. Also lett # 0 a set of tolls for which it holds
for all k € [m] that all players p with a(p) = oy, are using the same link. Then ¢ is not
a Nash equilibrium for the pricing game.

Proof. 1t suffices to show that there exists a link operator ¢ for which it holds that
B;(t—;) # t;. From the condition about ¢ we get that there exists some oy, g1, k €
[m — 1] where «y is the highest a value in the lower split and 7 the lowest «
value in the upper split. It obviously follows that ay, < a(t) < ag41, but since also
ap # apy1, we see that the inequalities cannot hold with equality both at the same
time.

If a(t) > a, then let i be the link operator of the link with the higher toll, i.e. the
link with the lower split. From Lemma B.7 we see that for any t. > t;, which increases
the toll difference ¢; — ¢t_;, may decrease as(t). Still, if link operator ¢ increases their
toll ¢; > t; by an arbitrarily small amount, they can ensure that as(¢) > as(t;,t—;) >
oy, and not break the property of oy, < as(ti,t—;) < ag41, thus achieving no flow
movement between ¢; and t;. This gives us x(t) = z(t},t_;), from which it is easy to
show that IT; (¢) < IL;(¢},t_;) and in turn B;(t_;) # t;.

If as(t) < agy1, then a symmetrical argument can be made by selecting as i the
link operator of the link with the higher toll. Note that an increase in ¢; now causes
the toll difference t_; — ¢; to decrease, which may increase as(t), so we again need to
consider that the ¢} increase is arbitrarily small to ensure o (¢}, ¢_;) < a1. The rest
of the argument continues as before. O

The above lemma shows us that the Nash Equilibrium for the pricing game (if ex-
istent at all) does not reside in tolls for which « is in-between the values of a. We
complement this idea with the following Theorem, one of the main results of this chap-
ter, from which it follows that, if that Nash Equilibrium exists, then it has to happen for
some specific flow.

Theorem 4.8. Let G; = ([2],4, ) a heterogeneous pricing game where « is a step
function with values (a)epm]- If G1 has a Nash equilibrium for the pricing game at
toll t*, let Go = ([2], 4, as(t*)) a pseudo-heterogeneous game with latency functions
the same as the ones in G; and fixed distribution function (?) (p) = a(¢*). Then t* is
a Nash equilibrium for the pricing game in G,.

Proof. First observe that from Lemma f.7 we get that ¢* cannot have all players of each
sensitivity type using a single link, otherwise it wouldn't be a Nash equilibrium for the
pricing game. Therefore a5(t*) = «y, for some &k € [m] and there exists a non-zero
flow of players with money sensitivity « in both links. That means that we can find
arbitrarily small toll variations which will move some, but not all, of those players, thus
keeping oy at ay,. In other words, for an arbitrary link 4, Je > 0 such thatif |[t; —¢]| < e
then a(t;,t* ;) = ay. Let T, denote the set of those ;.

Notice that Go, from the way we defined it, has a(z)(p) = ay,. We can therefore

apply Lemma }.3(i7) on the elements of 7. and get Hgl)(ti, t*,) = H§2) (t;,t* ;) for
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all t; € T.. Since t* is a Nash equilibrium for the pricing game in Gy, it holds that
51)(t*) > Hgl)(ti,tii) for all t; > 0, so if we restrict our domain to T, we get
52)(t*) > Hl@)(ti, t*,) for all ¢; € T,.. That makes H§2) (t*) a local maximum in
Go. From the analysis in Harks et al. [9] we know that for homogeneous games the
profit functions II; are concave, making their values take a unique global maximum. It

II
II

follows that Hz@) (t*) is the global maximum profit against t* ; in G, thus arriving at
BP(1,) = ;.

The link selection was arbitrary, making Bl-(z) (t*,) = tF hold for all links i € [2],
finally concluding that ¢* is a Nash equilibrium for the pricing game in Go. O

The above provides a strong notion for the pricing Nash equilibrium, as it directly
connects it to an equivalent one from a pseudo-heterogeneous game, leaving only the
existence condition unexamined. From definition, a set of tolls ¢* is a pricing Nash
equilibrium if and only if Vi € N and V¢, € R it holds that

i (ti, t—i) > T(t;, t—;)

leading us to focus on profit for different sensitivity splits. Unsurprisingly, there is a
heavy dependence on the definition of the distribution function, which we illustrate in
the following two examples.

Example 4.9. Let G = ([2], ¢, ) a heterogeneous pricing game with latency functions
01(x) = 2z, 05 (x) = x + 1 and distribution function « such that

Mm={3p§

4 p>

NN

.7 . .. * 5 4
Then G has a Nash Equilibrium for the pricing game at t* = (1—"2, ﬁ)

Proof. First we verify that t* = (-3, &) is indeed a valid candidate pricing Nash

equilibrium. Theorem §.§ requires ¢* to also be a Nash Equilibrium at the pricing game
of G. = (2], 4, ¢), a pseudo-heterogeneous game where ¢ = 2 or 3. Since Lemma
suggests that the flow at that equilibrium will be the same regardless of the value of c,
we calculate the one from the homogeneous game G’ = ([2], £, 1). We can calculate the
latter equilibrium t*' by solving the system of equations in 2.1 and 2.2, from which we
gett* = (%, %) with &’ (t*') = (g, %). Such a flow split puts the flow of link 1 in the
lower split and link 2 in the upper split, making as(t*) = a(z1(t*)) = «(5/9) = 4.
Lemma §.4 then gives us

*_1*/_£i *_/*/_§%
t_4t_<mwg “”—x“>—(yJ

We're only left with checking whether ¢* satisfies the definition of a Nash Equilibrium,
i.e. whether each link operator has a max profit toll in response to the opposing one. We
will therefore need to calculate the profit functions for each link, for which, thanks to
B.3(ii), we can use the respective pseudo-heterogeneous profit functions for ¢ = 2, 3.
We can then take the profit definition, formula 2.1| for 2 links as well as Lemma @(m)
and get for G,

2+ 6(4/3 — tl)
3

) 1+C(5/37t2)

Iy o (t,t5) =ty - 3

(], t2) = t2
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Figure 4.4: Profit functions for link operators 1 and 2 of Example #.9 when opposed
against the candidate Nash Equilibrium t* = (%, %) . Red dots indicate the max profit
at t*. Black dots indicate tolls when relevant intervals start or end for the respective

pseudo-heterogeneous profits (dashed lines) they correspond.

Next, we need to calculate the toll difference intervals for which o (¢) = 2, 3. Similarly
to Example 4.6, for each link operator we fix the opposing toll t* ; and consider all flow
cases where all players of each sensitivity type are using a single link, i.e. x = (i, %)
and (3, 1), for all possible o values, i.e. 2 and 3. We ignore the cases z = (1,0), (0, 1)
as they minimise profit for both link operators. For toll differences where «s(t) = ¢,
profit is equal to 1I; . (¢) (Lemma K.3). Otherwise, the flow remains static, making x;t;
a linear function with regard to t;, with slope x; > 0.
We visualise the results of our analysis in Figure t.4, where we can see that B; (t* ;) =

t7 for both link operators, making t* = (15—2, %) a Nash Equilibrium for the pricing

game in G. O

Example 4.10. Let G = ([2], ¢, ) a heterogeneous pricing game with latency functions
01(z) = 2,0 (x) = x + 1 and distribution function o such that

alp) = {2 -

4 p>

NN

Then G has no Nash Equilibrium for the pricing game.
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to —t1

Figure 4.5: Profit functions for link operators 1 and 2 of Example when opposed
against the candidate Nash Equilibrium ¢t* = (1—52, %) . Red dots indicate the max profit
at t*. Black dots indicate tolls when relevant intervals start or end for the respective

pseudo-heterogeneous profits (dashed lines) they correspond.

Proof. Similarly to Example 4.9, we have from Theorem {.§ that t* = (3, %) is
the only candidate pricing Nash Equilibrium. We calculate again the profit functions,
which we present in Figure §.3, and where we can see that
4 23 5 5 4
Bl )=+ B (2)=2
1(12) 217 12 2(12) 12
which makes ¢* ineligible for an equilibrium. Since ¢* is the only possible candidate
(Theorem {.8), it follows that G has no Nash equilibrium for its pricing game. O

It seems apparent, from the previous two examples, that the criteria for a candidate
pricing Nash equilibrium to maintain its maximality among tolls at different oy, values
are heavily dependent on the function's definition, i.e. the sensitivity values as well as
the amount of flow corresponding to them. It would be tempting, at this point, to try
and calculate exact conditions around the definition of « that would ensure existence of
a Nash Equilibrium, given arbitrary game parameters. For example, assume we want
to investigate Example .9 by altering its distribution function to

a(p) = {C » < po

4 p>po
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4.3. STEP DISTRIBUTION FUNCTION FOR 2-LINK NETWORKS

for ¢ < 4 and py < 5/9, with the last condition ensuring the sensitivity split for the
pricing equilibrium remains at a(t*) = 4. Looking at Example §.10, we can see that
for ¢ = 2 the Nash Equilibrium breaks due to link operator 1 getting higher profit at
flow pg. We can therefore assume that, for their equilibrium profit IT; (¢*) = % to
remain maximum, it needs to be greater than the profit at flow pg for sensitivity c. By
calculating ¢; such that x(¢1,t5) = po, we can eventually get that link operator 1 will

not diverge from the equilibrium if

25 S —3p3 + po(2+ ¢/3)

108 — c

Such a constrain can definitely e.g. provide insights into the numerical restrains be-
tween ¢ and pg. In order to support the characterisation of the equilibrium existence,
however, it requires to be considered alongside additional conditions to account for all
other possibly higher profits (other sensitivity values, multiple global maximums, etc.).
It therefore seems overall complex to tackle this task directly, and a smarter approach
would be to first further develop our tools on pseudo-heterogeneous games, which is
why we will leave such an analysis for future work. We discuss this again in Chapter f.
As a final note before leaving this topic, regarding the influence of the step distribution
function on the equilibrium, we can still observe the following:

* Larger differences between o, values are more likely to result in no Nash Equi-
librium for the pricing game.

* Larger flow intervals around «(t*) are more likely to result in having a Nash
Equilibrium for the pricing game (the game becomes more homogeneous).

Focusing now on the algorithmic aspect of existence, we see that things are much
simpler. Looking at the profits of each pseudo-heterogencous game overall, a sub-
interval will either be monotonous or contain the global maximum, therefore the interval
maximum will either be the profit on one of its edges or on the global best response
in the pseudo-heterogeneous game. Using that property, along with everything from
above, we can define now an algorithm that can be used to query the existence or not of
a pricing Nash Equilibrium, as well as calculate it if so. We start with a short summary
of the algorithm below, followed by a theorem to prove its validity.

Summary of Algorithm 2| For a given heterogeneous pricing game G = ([2], 4, «)

1. Consider G’ = ([2],¢,1) and calculate its pricing Nash equilibrium ¢* and re-
spective flow =’ (t*').

2. Calculate a4(t*) as the « value of the lower split flow in z’(¢*') (valid since
x(t*) = 2’ (t*') from Theorem f.§, Lemma [.4)

3. Calculate the candidate pricing Nash Equilibrium ¢* = #t/) as well as the re-
spective profits I1; (¢*), ITo(¢*).

4. For each ay, value of « different than o (¢*), and for each link operator i € [2]

4.1 Consider Gy, = ([2], ¢, ;) and calculate B; (t* ;) as well as the tolls ¢; for
which as(t;,t* ;) = ay, resulting in two toll ranges for ¢;.

4.2 Search for II; ;, the max profit for ¢ within those ¢; ranges:
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4.2.1 If B; ,(t* ;) is within the ¢, ranges, then IT; , = IL;(B; x (t*,), t*,).
4.2.2 Otherwise, II; j, is the highest profit value among the (4) tolls in the
edges of the two ¢; ranges.

4.3 If1I; < II, , then G has no pricing Nash Equilibrium.

5. If all of the above checks fail, then t* is the Nash Equilibrium for the pricing
game in G, so return it.

Algorithm 1 Helper functions for Algorithm

1: function TOLLDIFF(a,T1)
2: return i[(lh + CLQ)LZJl —ag + bl — b2]
3: end function

4: function PROFIT1(vg,t1,1%2)
5: return —4 [ag + by — by + Oék(tg - tl)]

. a1taz
6: end function

7: function PROFI1T2(0, t1,t2)
8: return —2—[a; + by — by + ax(ty — t2)]

. a1taz
9: end function

10: function BESTRESPONSEL (v, t2)
11: ift5 < aik(Qal + ag + by —bQ) then

12: return 22 + i(ﬂg + by —by)
13: else

14: return to — O%k(al + by — bo)
15: end if

16: end function

17: function BESTRESPONSE2(v, t1)
18: ift; < a—lk(Qag—i-al +b2—b1) then

19: return & + i(al + by — by)
20: else

21: return t; — aik(ag + by — bl)
22: end if

23: end function

Theorem 4.11. Let G = ([2], ¢, ) a heterogeneous game with latency functions ¢ =
(€i(x))ief2) = (aiz +b;);e[2) and o a step distribution function with values (ax ) xe[m-
Then Algorithm B with input (¢, o) decides existence and calculates the Nash Equilib-
rium for the pricing game in G in O(m) time.

Proof. Consider G’ = (2], ¢, 1) the homogeneous pricing game with latency functions
same as in G and let t*, ¢'* the Nash Equilibria for the pricing games in G, G’ respec-
tively. By using formulas R.1 and 2.2, adjusted for 2 links, we can solve for t* and get,
for ¢, j an arbitrary ordering of our two links, that

_2aj+bj+a7;fbi_ t;k
N 3(aj + a;) Cajta;

t$:2aj+bj+a1;fbi

: 5 zi(t")
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Algorithm 2 Decide existence and return the Nash Equilibrium for the pricing game of
a heterogeneous network with 2 links and step distribution function

Require: (a;,b;);cn, step function «
Ensure: (t1,12)

I:
- (—tl/(a1+az); x2<—t2/(a1+a2)
. if t1 > t5 then

— — =
N2

13:

24:
25:
26:
27:
28:

29:
30:
31:
32:
33:
34:

tle%~(2a2+b2+a17b1); tg%%‘(2a1+bl+a27b2)

as +— ax)
else
s ax)

. end if

t1<—;%; tz(—ti

Qs

: H1 = ,’Ekltl; H2 = .’L'th
: for kin[1,2,...,m] do

if o, = o then
continue
end if
t1,5 < BESTRESPONSEL(ay, t2); to ) < BESTRESPONSE2(oy, 1)
P »P; < border players where a(p) = ay,
t,- < TOLLDIFF(ou, py, ); tt + TOLLDIFF(ov,py)
t;,  ToLLDIFF(ay, 1 —p}); t), < ToLLDIFF(ay,1 — py)

- -t + .- -4t +
R I A e e i P T TE A
— -4t R -4t
R T A R A A . sl P AR S
if ], <tip <t ort;,, <ty <tf, then

IIy < PR,DFITl(Othl)k,tQ)
else

I, ), <= max{PROFITL (v, t7 , _,t2), PROFITL(cup, £, 12),

— +
PRDFITl(ak,tl)k+,t2),PROFITl(ak,thJr,tQ)}

end if

e n _ N

lf t2,k7 S tQ,k S tQ,k’ or t2,k+ S tQ,k S t2,k+ then
II; ;, < PROFIT2(ov, t1,t2,%)

else

Il , + max{PROFIT2(ay, t1,t,, ), PROFIT2(ay, t1,t5, ),

2,k
PROFIT2(qk, 11,15 1 ), PROFIT2( vk, 1, t5 )}
end if
if IT; . > IT; or Il ;, > Il then
return 0
end if
end for

return (t1,t2)
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These formulas hold for homogeneous games, so we use them to calculate t* and 2’ (¢'*)
in G’. If we assume that t* exists, then Theorem tells us that ¢* is also the Nash
Equilibrium for the pseudo-heterogeneous pricing game G” = ([2], 4, as(t*)), while
Lemma [.7 gives us that o (¢*) needs to take some value in (cvy,) ge ), With flow users
for which a((p) = a(t*) assigned in both links. Finally, by applying Lemma [§.4(i1)
in G’ and G”, we can see that, regardless of the value of ay(t*), it always holds that
x(t*) = 2/ (t*'). We can therefore check whether t7' > ¢35 or ¢}’ < t3’ and take x;
or x5 to be the lower split in each case (which will remain so in G for any sensitivity
ag > 0), giving us a,(t*) = a(a) (t*)) or a(ah(t*)) respectively Having calculated
as(t*), we now get from Lemma f.4(i) for G’ and G” that t* = 5 the calculation
of which gives us our candidate Nash Equilibrium ¢*.

We're only left with ensuring that ¢* is indeed a Nash Equilibrium for the pricing
game in G, i.e. for both link operators i € [2] to hold II,;(¢f,¢*,) > IL;(¢;,t*,) for
all t; € Ry. Since t* is the equilibrium in G”, we know that ¢} is the max profit
toll response against t* ; compared to ¢; where as(t;,t* ;) = as(t*), and since o (t*)
takes a value «, for some z € [m], we only need to check for splits in the remaining
(k) kepm)\{-} values. Therefore, for all k& € [m] \ {z}, we need to search for max
profit within tolls ¢;, such that as(t,) = ay . As showcased in Example §.6, we can
find those toll difference ranges by solving the cost equality equation ¢1 (1) + axt; =
ly(x2) + ayts for a target oy, value and flow such that all players with a(p) = «, are
using a single link. Indeed, if we consider from the definition of « the border players
Dy » P: for which a(p) = a whenp, < p < p;, then the possible link splits are those
where z; (arbitrarily chosen) has flow such that z1 = p, , p{, 1 —p;7, 1 — p;. . Solving
the cost equality equation for to — ¢; (and by substituting zo for 1 — x1) we get the
formula of To11Diff function in [IL[], and by then using it in the above four cases for
x1, we get from each of the two pairs a min and a max toll difference, each belonging
to a different split, for which a set of tolls ¢ is in those ranges if and only if as(t) = .

Before we continue, we need to discuss the profit and best response functions. By
again solving the cost equality equation for x; we get

=

a—i+b_; — b+ ag(t_; — t;)
a1 + as

l‘l(t) =

so by using that and taking I1; 1. (t) = z;(¢)t; we get the Profit1 () and Profit2
(.7 functions. Finally, by taking first order conditions on them with regard to t;, we
also get the respective BestResponsel ([l[[0) and BestResponse?2 ([I|[L7) functions.
For the latter, we need put extra care to handle large ¢_;, as the current formulas can
return ¢; such that x;(¢;,t_;) > 1. We therefore need to take into account the toll
difference bounds discussed in Chapter [, i.e. solve for ¢_; the equation

t_; — BESTRESPONSEI(t_;) = =
Qg g

thus finding opposing toll £_; = 2aitaithi=boi for which the best response is to take

the entire flow. Any highert_; will therefgre also have as best response to take the entire
flow, leading to a best response toll of ¢; = t_; — M The last condition and
formula completes the BestResponse1 ([Il. .) and BestResponse2 (17) function
definitions.

So for all k € [m] \ {z} and all link operators ¢ € [2], we assume a pseudo-
heterogeneous game G, = ([2], ¢, ay;) and calculate the best response toll ¢; 5, against
t* , using the respective BestResponsel or BestResponse?2 function. Also, we solve
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to —t; = TollDiff for the respective ¢; against t* ; and calculate the two ¢; ranges
for which «ay(t;,t* ;) = ay. If t; 1, is within any of the two ranges, then max profit is
obviously achieved at ¢; j,, which is the max,, II;(¢;,¢* ;) in Gi. Otherwise, since II;(¢)
is concave from the analysis of Harkes et al. [9], not taking a max value at a range
follows that profit is either non-decreasing or non-increasing in that range, resulting in
its local maximum to be achieved at one of its edge values. So, in that case, we calculate
all edge profit values from the two ranges and keep the overall max value.

Having now calculated the max profit among all tolls for which «s(t) = i, we
check whether that value is higher that the profit from the candidate toll, and if so, then
t* is not a Nash Equilibrium for the pricing game in G. If the last condition fails for all
k € [m]\ {z}, then t* is a Nash Equilibrium for the pricing game in G, so we return it.

We should also mention that we've ignored invalid toll difference cases on purpose.
Theorem also shows us there might be sensitivity values that are irrelevant to the
game. The algorithm will ignore all those cases, however, as the To11Diff function
will return ¢; < 0, resulting in IT; < 0, which will be skipped later when looking for
max profit values.

Finally, regarding the complexity of Algorithm B, we can easily see that it mostly
consists of base operations, with only a for loop taking at most m — 1 iterations, re-
sulting in a time complexity of O(m). O

Concluding our analysis for step distribution functions in 2-link networks, one note
we'd like to take from this chapter is the clear issues that gaps in the money-sensitivity
values create in the Nash Equilibrium for the pricing game, making their removal (by
e.g. assuming continuous functions) lead to better properties for the pricing game. We
will continue the discussion on further extensions of this work in the next chapter.
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CHAPTER 5

FUTURE WORK

In this chapter we will close on some of the discussions from previous chapters by
exploring potential extensions of them that could be studied in future projects.

Pseudo-heterogeneous games

In Chapter [ we investigated the class of heterogeneous games with a fixed distribution
function, called in this work pseudo-heterogeneous games, as we discovered that they
still maintain a homogeneous behaviour, with tolls scaled inverse proportionally to their
fixed sensitivity value (Figure {.1]). Continuing on the study of similar games with dif-
ferent fixed distribution functions, we believe there is special interest in doing so with
regard to the same opposing toll £_;. Such an analysis can shed more light into the re-
lations between flow, tolls, profit etc. among similar games where the fixed sensitivity
value varies, which, apart from its clear connection to games with step distribution func-
tions (Lemma §.3), it could also potentially lead to a more complete characterisation of
the heterogeneity's effect on the game overall.

Having conducted this analysis partially, we include in the Appendix the (incom-
plete) propositions .3, 6.4, 6.3 and .6, which try to describe that relation between
flow and profit among similar games with varying fixed sensitivity for the same oppos-
ing t_;. We hope this work can be used as a basis for any further investigation on the
property relations between similar pseudo-heterogeneous games.

Step distribution functions

2-link networks

In Chapter | we investigated the pricing Nash Equilibrium for step functions, and while
Theorem [§.§ directly provides us with a candidate set of such tolls, the exact criteria
deciding existence (mostly regarding the distribution function) can be elusive (see Ex-
amples §.9, and the discussion thereafter). Even with the algorithmic approach
being much simpler (shown in Algorithm B), we believe there could still be value in in-
vestigating them. Apart from obviously discovering more patterns around maximising
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profit in arbitrary step functions, such criteria could also be utilised in order to iden-
tify classes of step distribution functions where existence is always (or never) ensured.
Also note, that, as also mentioned in the relevant discussion in Chapter H§, a potential
progress in our understanding of pseudo-heterogencous games can also support further
analysis on the pricing Nash equilibrium criteria, and vice-versa.

n-link networks

A natural question pending from Chapter | is whether any of the properties described for
step distribution functions for 2-link networks can be extended for n-link parallel ones.
The main issue with that potential extension is that, even for 3-link parallel networks,
the notion of a single user viewing all link costs equally is lost, as different sensitivity
splits between any two pairs of links will make it so that no sensitivity value can view
their cost all as equal.

A different approach is therefore required to study step distribution functions for n-
link parallel heterogeneous networks, with possible directions being investigating the
different sensitivity splits among the links, running simulations, or even focusing on
the algorithmic aspect of the game, where complexity results regarding the calculation
or simply decision of a Nash Equilibrium can also give us further insights into the
game's properties. Finally, another way to characterise the pricing game for some n-
link networks, would be proving it never exists for n > 3 under some conditions, a
possibility which the author have suspected. The main motivation for such a suspicion
is that, even for n = 3, with the condition of having different sensitivity splits between
the two consecutive pairs of links (with regard to a toll ordering on links), the respective
sub-games of those pairs will likely display a behaviour similar to 2-link networks, thus
each converging to their own pricing equilibrium and never reaching one overall.

It is clear that studying any of the above directions would require much additional
analysis around heterogeneous pricing games, so we hope that the tools and notions
developed in this thesis can be used as base in any such potential future work.

Continuous distribution functions

Another possible continuation of this work would be to investigate Nash Equilibria in
heterogeneous pricing games for which heterogeneity is described by continuous distri-
bution functions. Though other function types can also be of interest, as we mentioned
in our analysis of step distribution functions in Chapter H, gaps in the player sensitivity
values may break a potential Nash Equilibrium for the pricing game, a case completely
eradicated by assuming continuity.

For such functions, however, our former restriction of «(p) > 0 when p > 0 does
not suffice, as similar issues can arise when considering many players with almost no
toll-fear. In Lemma we attempt to show that when 0 is an accumulation point in
«, then the lowest latency toll will always have flow, conditions similar to those of
Lemma [.1, suggesting the possible emergence of a similar behaviour. Example [.§
in the Appendix analyses a game with distribution function «(p) = p, and showcases
that the resulting best responses can indeed be undefined or unbounded, marking this
function (or similar ones, e.g. a(p) = cp, for some ¢ > 0) to be of interest for further
study.
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Function series approximation

The study of step distribution functions in this work opens up the opportunity to ap-
proach arbitrary functions analytically. By approximating a distribution function as a
series of step functions where m — +o00, one could find the tools developed above
useful for their analysis. For example, Algorithm P could potentially approximate an
equilibrium (or prove non-existence) by using as base a step function close enough to
the original one. This should be viewed with skepticism, however, since equilibria in
step functions all enforce the same flow, something not true for generic distribution
functions, while large variation in the step function's values will make the algorithm,
running in O(m) time, arbitrarily inefficient. Still, for properties that are maintained
when approaching a function through step approximations, we believe that the use of
the intuitions and tools built here do have the potential to support their analysis.

Split function for series-parallel links

Finally, in Chapter B, we put the pricing games aside and introduced the concept of a
money sensitivity split, which can help us describe how the user sensitivity is divided
among the different links. While this notion works well for parallel networks, it could
potentially also work on series-parallel ones, networks allowing for more general graph
configurations. While in such complex networks the link sequence can vary greatly (po-
tentially mixing different sensitivity split values in merging links), we believe there is
great interest as well as value in examining how those split values behave as a hetero-
geneous flow moves through different link configurations, making any future research
around this topic prone to acquiring further insights regarding heterogeneous games
overall.
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CHAPTER O

| APPENDIX

Propositions

The following prepositions are not vetted and the author does not claim that any of the
statements are concretely true. They are included here, however, first to present some
parallel results that were produced during the development of this research, and then to
provide additional info in some of the discussions throughout.

Lemma 6.1. Let (N, ¢, «) a heterogeneous parallel game with distribution function
a such that @(0) = 0 and 0 is an accumulation point. For all t € R”, if z;(¢) the
lowest-latency link in the link ordering of ¢, then 1 (¢) > 0.

Proof. By the definition of an accumulation point, we get for 0 in « that Vo > 0 Je >
0:p < €= alp) <. Therefore Vt € R} if § = min;en (13 asM¥ (¢) then
Je>0:p<e= alp) < aM(t) foralli € N\ {1}, which means that the
lowest-latency link will always have flow some € > 0, and therefore x1(¢) > 0. O

Lemma 6.2. Let (IV, /¢, 1) be a homogeneous pricing game, and let D; a function for
each link ¢ where D;(t_;) = B;(t_;) — t_;, a vector of t; — t; values forall t; € t_;.
Then D; is decreasing with regard to any ¢; € t_;.

Proof. For any link ¢ and any t; € t_; consider the respective element of D;, which is
B;(t—;) —t;. For affine latency functions, we can calculate the best response functions
B;(t_;) for each link operator ¢, by solving first order conditions on II;(¢;,t_;) for ¢,.

IRy P

aj

B;(t—;) 5 6.1)
Zj;ﬁi aj
From formula p.1 after some calculations we get
1 b 2= D iy ey
Bi(twi) —tj= | o=y — 1)t + 2
Zk;ﬁi Tan Zk—;&z‘ ak
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which is decreasing with regard to ¢; if and only if its coefficient is negative. Indeed,
since a; > 0 for all 7, we get
1 1 1
1= —-1< 3~ 1<0

2a; a;
Dohti ar 2 (1 D ki i)

O

Therefore, as t_; increases, the best response gets decreasing difference with ¢_;,
thus taking more flow in z;. Eventually there will be a smallest possible ¢_; where the
best response is to take all flow, and henceforth any larger ¢_; will also result in a best
response with the same toll difference and flow. We will use this property to describe
the flow relation between the two games in the following lemma.

Pseudo-heterogeneous games

Lemma 6.3. Let G = ([2],4,¢1) and Go = ([2], ¢, c2) two pseudo-heterogeneous

pricing games with common latency functions £ and distribution functions a") (p) = ¢,
and a® (p) = ¢o > ¢; > 0 respectively. Also let t(j}M , t(fi)M the smallest possible ¢_;

where x;(B;(t—;),t—;) = 1, respectively for each game. Then the following hold.
(@) 2 <)

—tM —tM
(i) =iV (B (0),0) = 27 (B (0),0)
(iii) V(B (t-q),t-q) = P (B (t_3),t-5) = Lforall t_; > ¢1")

() 20(BY (), t-0) < 2P (BP(t_0), ), forallt_; € (0,¢") )
(v) xl(l) (Bfl) (t_i),t—i), xz(-Q) (B(Q)(t,i) ;) get max distance at #2 )
(conjecture)

Proof.

; (2) 1)
(i) Assumet”; >t/ . Then from Lemma B3 we get

1 —eMBOEY )10 )= (2)( L), ), ) )
2

—in —in —iM —iM

—af? (5 (200, ). 2,)
C (6]

which is a contradiction since < t(fz) t(f-) < t(2) and t(2 is the smallest
M M M M

value with that property. Therefore the initial assumption is wrong and we get
(2 (1)
t <t

—inm —in "

(44) With the application of Lemma f.3 we have
A0B00).0) =2 (L5000) o) = (50,0

(#i¢) Since from (i) we have t(l-)M = max{t
1) 4@

—im? U —inm "

} then the property follows

in? *ZM
from the definitions of ¢
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(iv) Fort_; e (t2) +Y)

it ) obviously

r (B (), ) < 1= 2P (B (1), 1)

3

Then fort_; € (0, ¢ ), using Lemma [.3 the same way as in (i), we see that

—im

2 (BO (), ) = 2P (sz) (Clti) ,clti)
C2

C2

where the second part is the flow in Go at the best response of link operator ¢
against E—;t,i. Lemma 6.2, then, tells us that their best response against t_; >
%t_i will have a lower toll difference to ¢_;, and thus more flow, arriving at

o (B§2> <Clt_i> ,Clt_i) < 2@ B (t_;),t_)
2

Co C

O

Lemma 6.4 (Conjecture). Let G; = ([2],4,¢1) and Gy = ([2], 4, c2) two pseudo-
heterogeneous pricing games with common latency functions ¢ and distribution func-
tions o) (p) = ¢; and a'? (p) = 5 > ¢; > 0 respectively. Then a:z(-l)(t) . 3:1(-2) (t) is
non-decreasing in relation to ¢; — t_;.

Notice that the above Lemma also provides us with xgl)(t) < x§2)(t) iff t; <
t_,; and vice versa, as well as that this difference is expanded as ¢; — t_; does. We
avoided using the affinity of the latency functions on purpose to get a more general
notion between the two games. Using latency functions now, we can get a calculated
version of the above.

Corollary 6.5. Let G; = ([2],¢,¢1) and Go = ([2], ¢, c2) two pseudo-heterogeneous
pricing games with common latency functions £ and distribution functions ") (p) = ¢;
and a(?) (p) = c2 > ¢1 > O respectively. Then for some fixed number K; > 0 it holds
that

xgl)(t) - xl(-z) (t) = Ki(ti —t_;)

Proof. Using formula P.1 for 2 links we get x;(¢) for a homogeneous game. Lemma
B.3(i) gives us z;(cat) = 2 (t) and 2;(cat) = 22 (t), resulting in

as(-l)(t) B 33(-2)(75) _Gitbatati-bi—ati aitbitcet—bi—coti

Q; a;
_ (2 —c1)(ti — 1)
Q;
So the property holds for K; = =- > 0. O

We finally arrive at the main proposition of this section, which describes similar
properties for the relative behaviour of the profit functions between the two games.
First, let's remind ourselves that, from Lemma 6.2, each B; (t_;) —t_; is decreasing as
well as continuous with regard to ¢_;. Therefore, given that best responses range from
above and below ¢_; values, there exists some ¢_;, for which B;(t_;,) = t_;,. We
state now our lemma.
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Lemma 6.6. Let G; = ([2],¢,¢1) and Go = ([2], ¢, c2) two pseudo-heterogeneous
pricing games with same latency functions ¢ and distribution functions a(!) (p) = ¢,

and a® (p) = ¢y > ¢; > 0 respectively. Also let ¢

W,

Zigs 12, the respective tolls for

which B (¢%) ) = ¢) and BY (¢?) ) = t®)  Then for all links i it holds that

(@) ¢
(i)

(iii)
(i)

Proof.

(4)

(iid)

A 42

—Z(J —10

—1i0?

There exists t_;, € ( ¢ t(l) ) such that

maxH( )(t“t, )= maxHEQ)(ti,t,io)

>0 ti>0
max; > HZ(.l) (t;, t—;)—maxe, >0 Hg ) (t;,t—;) is non-increasing in relation to ¢ _;.
t_;, is the geometric mean of t(ﬂ) , t(i)o

From Lemma f.3(44) we get

B =), = B (L40),) = 2
(3 70 0 K3 co 0

—ig

and from the fact that ¢*) t(2? are the unique solutions of their respective defi-

Zio)
nition equations, we get t&gﬂ =42 t@}o < t(jz)o

Consider the function IT; (¢_;) = maxy,~o H(l)(ti,t i) — Max, >0 H(2)(ti,t i)
Then fort_; = E Z) , the best response for link operator ¢ in Go, by definition, is to

play the same toll as in the other link, therefore they get max profit at arg ) (O)t(fi)o.
) <t Lemmap ) gives us

In G; now, since t( T io

B (%) — 12, > BV 0)) — ) = BV (%)) > )

—ig

and since II; (t(2) 2 ) = xz(.l)(O)t@) B30 (2)(0)15(720 is also one of their

—10? —10 —10
options, it means that the profit at ¢; is greater, i.e.

max I (¢, ¢2) ) > max 12 (4, 1%) ) = 1,63 ) > 0
t; >0 t; >0 0

Similarly we can show that IT; (¢*° ¢ i,) < 0. With those two inequalities and given

that we know from the analysis in Harkes et al. [9] that best response functions
are continuous, we get (from ??) that there exists t_;, € (t(z.) t(_li)o> such that

—ig?

IT;(t—;,) = 0, which gives us the desired proposition.
We will use the same I1; function as in (iz) and show that IT; (¢ _;) is non-decreasing
in relation to ¢t_;. Forall ¢t_; > t(_li)M, from Lemma .3, we get IL(t—,;) =

1- Bi(l)(t_,;) -1 BZ@) (t—;), where the best responses have fixed differences
to ¢_; (and therefore to each other as well), making II;(¢_;) in turn fixed for all

t_; > t(_lz?M. We now follow the same reasoning as in (7).
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(iv) We first use the B;(¢_;) formula to find t(_li)0 and t(_220. For G; we have from the
definition of t(_lgo that

a_i+b_i —b; + eyt
) = .

i (1) 1 _a—i+b_;—b;
—éo 2cq b= t7i0 . t*io - c
(721-)0 = % Then, solving for t_;, in

1), (1)
By (t,)
and similarly for G we have ¢

max I (13, 14,) = max TG (13,14,

we get

H(l) (Bz(l) (t*io)v t*io) = H(Q) (Bz@) (t*io)’ tfio)

? (2

:>...
—t . = a_; + b—i - b1
o 4/ C1C2

which is obviously the geometric mean of t(fi)o and t(i-)o.

Step distribution function

Extending on the discussion about viewing profit only within toll intervals where the
flow will change for arbitrary toll variance, we can equivalently view profit with regard
to flow intervals, since we ignore instances where the flow remains the same and thus
there exists a 1 — 1 relation between profit and flow. It naturally follows that the best
response of a link operator ¢ given ¢_; depends on the max profit value over any set
of intervals that completely cover [0, 1]. For step distribution functions, this set can
be the domains of each of its finitely different values oy < ... < . As such,
Vk € [m] we denote as Py, the closed set of all players p in [0, 1] for whom «a(p) =
ag. Obviously U, P, = [0,1] and from the assumption that « is non-decreasing we
also get P, convex Vk € [m]. When looking at the flow (and consequently profit)
of a specific link ¢, however, the split behaviour of the distribution function makes it
possible for different flows having the same money sensitivity split. We will therefore
use the money sensitivity split function to refer to the respective flows that follow it,
and formalise the profit and respective best response of link operator ¢ in the following
definition.

Definition 6.7. Let G; = ([2],¢, ) a heterogeneous game where « is a step function
and (Py)pe[m) the partition of [0, 1] that is defined by the domain of «. Then for link
operator ¢ the definition of II; is extended for an interval Py as

IL k(i) = max I (ts,t—4)
as(tiag—i):ak

Examples

Example 2.4

We calculate the flow x by focusing on x; and solving

61(1'1) + a(p)t1 = 62(1 — IE1) + Ol(p)tz = 3!171 —2= Ol(p)(tz — tl)
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Ift; > to then p = x;1 so a(p) = x1 + 1. We replace and calculate

B B B 2—(t1 —ta)
3n=2= (e (b —h) 5 n@B-(—t)) = 2+(L—t) 5 21 = 5og — %

Now for «g(t) we focus again on z; and get

_ 52(1 —ZEl) —€1(x1) _ 2 — 31?1
t1 — 1o t1 —t2

as(t)

and by replacing z; with the type from before we get

L g 2=t 1 5(t1 —ta) 5
ot —t 3+ (t1—ta)| ti—te 3+ (t1—ta) 3+ (t1 —t2)

as(t)

Ift; <ty thenp =z =1— 121 s0oa(p) =2 — z;. Similarly as before we get

o 2rA—) 4

YT (ta— 1) ST 3 (- 1)
Finally we check for the toll difference bounds. For t; —to > 2, the latency difference
is fixed at £5(1) — £1(0) = 2, while for t5 — ¢t > 1 it's fixed at £, (1) — ¢2(0) = 1. So
as |t — to| — 400 in each case, o becomes respectively
2 1

t) = t) =
as(t) t1 —t2 as(t) to —ty

Additional examples

Example 6.8. Consider a 2-link heterogeneous pricing game with latency functions
01 (z) = x,(x) = 22 and distribution function a(p) = p.

Notice that the condition «(p) > 0 when p > 0 holds for this example, however in
this case 0 is an accumulation point for . Lemma B.3(iii), combined with the fact that
« is continuous, gives us that as(t) = a(z;(t)) for z; the lower split flow.

We will thus calculate B;(¢—;) by first calculating x;(¢) and then use IL;(t) =
x;(t)t; to search for argmax,, _, II;(t). For tolls t = (t1,2) and respective optimal
flow z(t) = (x1(t), z2(t)) we take the following cases.

Ift; > to then x; is the low-latency flow and thus as(t) = a(x1(t)) = z1(t). We
therefore get

A (.’L‘l(t)) + Oés(t)tl = fg(l‘g(f)) + Oés(t)tg =
x1(t) + 1 ()t = 2(1 — 21 () + 21 ()t =
2
)= ———— 6.2
nll) = 535, (62)
which means for the best response function when t; > to, denoted by Bi> (t2), that
2t
By (ty) = argmax 1 (t)t; @ argmax —
ta<ty ta<t, S+t —t2
9 —+00, to < 3
= argmax ———— = < undefined, t; =3
t%<t1 1+ 37t 2
1 to, to >3
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We can already see some of the problems that appear. If to = 3 then x4 (t1,3) = 2/t1
and thus I1; (¢1,3) = 2 Vt; > 3 resulting in B{ (3) being undefinable. Then for t < 3
if we set ¢ = 3 — to > 0 we have ITy (t) = 172, soas t; — +oo we get that IT; ()
is increasing and II; (t) — 2, making no ¢; > to a best candidate. Finally, if t3 > 3
then I1; (t) = ﬁ making II; decrease as ¢; increases, and in turn making ¢, the
best response with profit IT; () = 2t5/3.

Continuing for By (t1) where z5(t) = 1 — 21(t) = 3=, we now calculate
argmax,, ., Il2(t) by taking first order conditions on Il (#) (with regard to t3), from
which we get

argmaxIls(t) =t1 +3 — V2t1 + 6

to<t1

This value is within bounds when t; + 3 — \/2t; + 6 < t; = t; > 3/2. Fort; < 3/2
we have II5(¢) non-decreasing in [0, ¢;] achieving maximum at ¢y = ¢;. Therefore

t, t < 3/2

B3 (t;) =
2 (t) {t1+3—s/2t1+6, t1 > 3/2

with profit ITo(¢) = t1/3 and ¢; + 5 — 24/2t1 + 6 respectively.

Ift; <ty we follow a similar analysis and find the following

; <6 +00, t1 <3

Bi(ty) =4 % 2= By (t1) = { undefined, t; =3

(k) {t2+3\/m, t > 6 > () . ’ t1>3
1 1

with profits Hl(t) = 2t2/37t2 +4 — 2ty +3and H2<t) =1—k¢, 1,t1/3.

Combine now B (t2), By (t2) and B3 (t1), By (t1) by comparing at each interval
the profits between the strategies 1 > to and ¢1 < to (i.e. comparing profits for a link
operator when their best response toll value is either higher or lower from the opposing
one). By doing so we get the final best response functions

+00, to <3
Bu(ts) = undefined, to =3

to, 3<ta <6

to+3—ta+3 t2>6
Baty) = {+oo, t1 < 20/2

t1 43— V2t +6, t1>2V2

Both link operators have one thing in common, which is the fact that, above a specific
threshold of the opposing toll (to > 3,%; > 24/2), they always play either the same or
a lower toll than the other link operator. Below that threshold, which will eventually
occur from any starting point, they both get divergent best responses and thus a Nash
Equilibrium cannot exist.
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The bad behaviors of having divergent or undefined best response functions, we
claim only occur when we allow 0 to be an accumulation point in «, as in those cases
some players with arbitrarily low money sensitivity value will always stay on the ex-
pensive link. Assume that in Example 6.8 we instead use o(p) = p+1 as a distribution
function. Then we get the following best response functions

5(3 — tQ) — (3 — tQ), to < 6/5

Byt — )1 6/5 < ts < 3/2
T +3 - V2L 16, 3/2 <ty <5
t2—1 t225

23—t —(3—t1), t1<2v22-4V10
2

Ba(t) =S t1+3— Y20 /773, 222 -4/10<t; <7
th—2, th>7

which can be shown that have a Nash Equilibrium at

V205 —4 v205+23 10
t:( P 9+ - \/205+23>%(1.1464,0.9268)

This result has been verified to hold in simulations of best response sequences in Python.

Example 6.9. Let G = ([2],¢, «) a 2-link heterogeneous pricing game with latency
Sfunctions {1 (x) = x,ls(x) = 22 and distribution function

)1, p<1)2
a(p)_{a p>1/2

First we calculate the toll difference bounds we discussed in Chapter P If all flow
is in link 1 then to — t; = % = 1, while if all flow is in link 2 then ¢ — t5 =

«
£2(1)—¢1(0)

() = 2, therefore

to—t1 <1 i1 —ty <2

If t; <ty then z2(¢) is the low-latency flow with z2(¢) < 1/3 as without tolls we
have Wardrop equilibrium at z = (2/3,1/3). As such we get a(t) = 1 and therefore

gl(l‘l (t)) + Ozs(t)fl = 62(.1'2(75)) + Oés(t)tg = xl(t) +t = 2(1 — .%‘1(t)> +ty =

2 to — 1 1—(to—t
21 (t) = + (t2 1) 2a(t) = (t2 1)
3 3
Using first order conditions we find
ty + 2 t+1
argmax Iy (t2) = s argmax I[I5(t;) = s
t1<t2 t1<t2 2

and by also applying the toll difference bound restrictions we get
t27 t2 S 2 t1+1
a1l ot <1
Bi(ts) =S 2 2<ty<4  Bit)={ 2
l1, t1>1
to—1, to>4
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with respective profits

2
< ?tt2+,2)2 =2 < (GRS |
II5 (t) = ¢ 22/ , 2<tyo < 4 II5(¢1) = 12
1(2) 12 2 2(1) %tl, tlz].

to—1, ty>4

Ift; >ty then x1(t) is the low-latency flow, so we need to take cases depending on
its value. We will show analytically the process for link operator 1 and then directly
present the results for link operator 2, as the steps are similar.

If x1 < 1/2 then as(t) = 1 so we get z1(¢), z2(t) and best responses as before.

Also ) 2 ( e )
—(ty — b

Ne-o 22 W70 2y s

n(t) < 3 3 SgThTheg

to+2

2

so for link operator 1 with By (t2) = we have

1 to + 2 1
t1 —ta > - = —to>-—=1ty<1
1 2 9 9 2 9 2

t 2
t1 >ty = 2+

>ty =ty <2

Ifzq1 > 1/2 then os(t) = 5 so we calculate z1 (¢) and its arg max using first order
conditions.

él(xl(t)) + as(t)tl = gz(lﬂg(t)) + as(t)tg = (El(t) + 5t1 = 2(]. — l’l(t)) + 5ty =

24 5(ty — t Sta + 2
21 (t) = % arggix I (t2) = 10
Also 1 2 5( ) 1
—o(t1 — to
Hy>-="—""- = 5" =t —t —
:cl()>2:> 3 >2:>1 2<1O

so for link operator 1 we have

ooty L2t L ]
REET) 10 ST B}
5ty + 2

2
>ty =1ty < —

t1 >ty =
Lo 10 5

Ifzy =1/2 then o (t) € [1,5] and using the definition we get
_ 6(1/2) - 6(1/2) 1

t
os(t) t] — to 2(t) — t)

and in order to get the range of £; — o where this applies we check

1 1
<B= - >t —ty > —

1<) <H5=21< ——
< ast) < S0 —t) =2 10

The flow is always the same, so the best response for link operator 1 is to maximize
t1 —to,sowe gett; —to =1/2 =11 =ty +1/2.
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Gathering all the above we see that link operator 1, when searching for the best

response toll, will compare all profits that tolls provide in each case, so we calculate
them.

(5t2+2) 1
7260 , t1—ta <15
H1>(t2): #7 ty —ts € [Tloa%]
(t2+2)*

T t17t2>%

and by solving the inequalities (in each respective bound) we finally get

ta+2 (t2+2)*
B>(t ): 212 s t2 <]_ H>(t ): 212 5 tQ < ].
1 \F2 1 1102 2to+1

to+l, ta>1 2L gy > 1

In a similar way we calculate By (¢1) and I3 (¢;), with only some extra care on the
bounds, as for to < t; not all options are always available (e.g. if ¢; < 1/10 then only
to such that ¢, — t2 < 1/10 can be picked). Finally, we get

t1, t <3
S
By(ti))=qti— 15, 2<t< 7104_?/%
%’ 10+§\/ﬁ S tl S 5

t172, to > 5

1 1
gtl, tl < g
(5t1+1)? 1 2
o 5Stis3
> _ ) 10t;—1 2 104215
H2(t1)_ W? 3<t1<%
2
(t11+21) ’ 10+§\/15 <t; <5

t1 — 2, to > 5

Combining B (t2), By (t2) and B3 (t1), B5 (t1) the same way as in Example
6.8, we get the final best response functions.

2, <1 LS

to+3, 1<ta<? sl Loty <2
Bi(t) = < ta, 3<t2<2  Ba(t)=qt— g, 2<ty <12V

t2;-27 2 <ty <4 t12+1’ 10+§\/ﬁ <t <5

t2_17 t224 t1_27 t125

With the above functions, we can show, by simulating best response sequences in
Python, that there is no Nash Equilibrium for the pricing game in G.
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