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ABSTRACT

A graph is called a pseudoforest if none of its connected components contains more
than one cycle. A graph is an apexpseudoforest if it can become a pseudoforest by
removing one of its vertices. We identify 33 graphs that form the minor obstruction set
of the class of apexpseudoforests, i.e., the set of all minorminimal graphs that are not
apexpseudoforests.





ΣΥΝΟΨΗ

Ένα γράφημα ανήκει στην κλάση των ψευδοδασών αν κάθε συνεκτική συνιστώσα του
περιέχει το πολύ έναν κύκλο. Ένα γράφημα είναι απόγειοψευδοδάσος αν μπορεί να
μετατραπεί σε ψευδοδάσος με την αφαίρεση μίας κορυφής. Έχουμε εντοπίσει τα 33
γραφήματα τα οποία αποτελούν το σύνολο παρεμπόδισης για την κλάση γραφημάτων
απόγειαψευδοδάση, δηλαδή τα ελαχιστικά γραφήματα ως προς την σχέση του
ελάσσονος, τα οποία δεν είναι απόγειαψευδοδάση.
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CHAPTER1
INTRODUCTION

All graphs in this thesis are undirected, finite, and simple, i.e., without loops or multiple
edges.

We say that a graph is planar if one can "draw" it in the planewithout crossing edges.
In 1930, Kuratowski proved that a graph is planar if and only if it does not contain
K5 or K3,3 as a topological minor [27]. Moreover, according to WagnerKuratowski
theorem a graph is planar if and only if it does not containK5 orK3,3 as a minor [47].
To elaborate, we say that a graph H is a minor of G if a graph isomorphic to H can
be obtained by some subgraph of G after applying edge contractions. This theorem
is not only a simpler characterization of planar graphs but also establishes a purely
combinatorial characterization of these instead of the current topological one. This
characterization is called Forbidden Minor Characterization. Does it hold that every
graph class has a Forbidden Minor Characterization?

Following Kuratowski's theorem Arhdeacon, Glover, Huneke, and Wang proved
that the class of projective planar graphs, i.e. the graphs that can be embedded in the
projective plane, has a Forbidden Minor Characterization which, in particular, consists
of 35 graphs [51] [3]. More generally, during the decade 19301940, Erdős conjectured
that for every (orientable or nonorientable) surface the class of graphs that can be em
bedded in such surface has a ForbiddenMinor Characterization. Towards a proof to this
conjecture, Arhdeacon and Huneke proved it for all nonorientable surfaces [50]. The
Erdős' conjecture was finally proved affirmatively by Robertson and Seymour, who
proved the more general conjecture, sometimes reffered as Wagner's conjecture.

Around 1970, it was conjectured that:

''The class of all graphs forms a wellquasiordering
with respect to the minor ordering.''

Let us first define what a wellquasiordering is. We say that a partialordered space
(X,≤) is calledwellquasiordered if for every infinite sequence x0, x1 . . . of elements
inX there exists i < j such that xi ≤ xj . Observe that a partialordered space (X,≤)

is wellquasiordered if and only if the following properties are satisfied:

• The space (X,≤) does not contain infinite decreasing sequences.

1



• The space (X,≤) does not contain infinite antichains 1.

To answer our original question, let us introduce some further definitions. We say
that a graph class G is minorclosed if every minor of a graph in G is also a member of
G. Given a minorclosed graph class G, its minor obstruction set is defined as the set
of all minorminimal graphs that are not in G and is denoted by obs(G).

Notice that the first condition of the wellquasi ordering is always satisfied as all
graphs considered are finite. Thus, Wagner's Conjecture only tells us that there are no
infinite antichains of graphs. Consider now a minorclosed family of graphs G and
observe that the set obs(G) is finite, as it forms an antichain. This set constitutes the
finite ForbiddenMinor Characterization of the class G. Indeed, it is immediate from the
definition of the set obs(G) that a graphG is not in the class G if and only if it contains
as a minor a graph in the set obs(G). We derive the following direct corollary of this
conjecture:

''Every minorclosed family of graphs
has a finite Forbidden Minor Characterization.''

A first step towards the proof of this conjecture was made by Kruskal. In 1937,
Andrew Vázsonyi conjectured the following:

''The class of all trees forms a wellquasiordering
with respect to the topological minor ordering.''

This was proved by Joseph Kruskal in 1960 [48], using Kruskal's Tree Theorem. This
statement is a reformulation ofWagner's Conjecture for the class of trees, as in this class
the notions of minor and topological minor are equivalent.

The complete proof of Wagner’s Conjecture was given by Neil Robertson and Paul
Seymour [36]. The proof was given in Graph Minors, a seminal series of 23 papers
published in the period 19832004. This work not only lead to the proof of Wagner's
Conjecture but also introduced many notions and tools that had a deep impact in Graph
Theory and Combinatorics in general.

But, given a minorclosed graph class G is it possible to find its Forbidden Minor
Characterization? In other words, is there an algorithm that given a minorclosed graph
class G computes obs(G)? Unfortunately, the proof of Robertson–Seymour Theorem
is not constructive, as it essentially uses the nonconstructive Axiom of Choice. In ad
dition, it was shown by H. Friedman, N. Robertson and P. Seymour that this theorem
is independent from every constructive axiomatic theory [49] and thus any alternative
proof of Wagner's Conjecture would be nonconstructive. Inevitably, we have to im
provise for each and every graph class, or to find massive classification techniques in
order to enlarge the computability horizon of this theory.

In this thesis, we identify the obstruction set of apexpseudoforests. A graph G

is a pseudoforest if every connected component of G contains at most one cycle. We
denote by P the set of all pseudoforests. It is easy to observe that pseudoforests form
a minorclosed graph class. Moreover, it holds that obs(P) = {K−

4 , Z}, where K−
4

is the diamond graph, i.e., the complete graph on 4 vertices minus an edge and Z is
the butterfly graph (also known as bowtie or hourglass graph), obtained by the disjoint

1An antichain is a subspace of (X,≤) where every two distinct elements are not related with respect to
≤.
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CHAPTER 1. INTRODUCTION

union of two triangles after identifying two of their vertices (see Figure 1.1). To see
why obs(P) = {K−

4 , Z}, notice that these two obstructions express the existence of
two cycles in the same connected component of a graph.

Figure 1.1: The graphs in obs(P). K−
4 on the left and Z on the right.

A graph G is called apexpseudoforest if it can become a pseudoforest after removing
one of its vertices. We denote this class by A1(P). Notice again that A1(P) is also
a minorclosed family and so its obstruction set is finite. The goal of this thesis is to
determine exactly this, that is the set obs(A1(P)).

More generally, given a nonnegative integer k and a graph class G, we say that a
graph G is a kapex of G if it can be transformed to a member of G after removing at
most k of its vertices. We denote the set of all kapices of G by Ak(G). Given a set of
graphsH we also denote by excl(H) the set containing every graphG that excludes all
graphs inH as minors.

The problem of characterizing kapices of graph classes, has attracted a lot of at
tention, both from the combinatorial and algorithmic point of view. This problem can
be seen as a part of the wider family of Graph Modification Problems (where the mod
ification is the removal of a vertex).

It is easy to see that if G is minorclosed, thenAk(G) is also minorclosed for every
k ≥ 0. Therefore, obs(Ak(G)) can be seen as a complete characterization of kapices
of G. The study of obs(Ak(G)) when G is some minorclosed graph class has attracted
some special attention and can generate several known graph invariants. For instance,
graphs with a vertex cover of size at most k are the graphs in Ak(excl({K2})), graphs
with a feedback vertex set at most k are the graphs in Ak(excl({K3})), and kapex
planar graphs are the graphs in Ak(excl({K5,K3,3})).

The general problem that emerges is, given a finite set of graphs H and a positive
integer k, to identify the set

H(k) := obs(Ak(excl(H))).

A fundamental result in this direction is that the above problem is computable [2].
Moreover, it was shown in [20] that ifH contains some planar graph, then every graph
in H(k) has O(kh) vertices, where h is some constant depending (nonconstructively)
onH. Also, in [43], it was proved that, under the additional assumption that all graphs
in H are connected, this bound becomes linear on k for the intersection of H(k) with
sparse graph classes such as planar graphs or bounded degree graphs. An other struc
tural result in this direction is the characterization of the disconnected obstructions in
H(k) in the case whereH consists only of connected graphs [11].

An other direction is to study H(k) for particular instantiations of H and k. In
this direction, {K2}(k) has been identified for k ∈ {1, . . . , 5} in [7], for k = 6

in [15] and for k = 7 in [14], while the graphs in {K3}(i) have been identified in [12]
for i ∈ {1, 2}. Recently, in [10], Ding and Dziobiak identified the 57 graphs in
{K4,K2,3}(1), i.e., the obstruction set for apexouterplanar graphs, and the 25 graphs
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in {K−
4 }(1), i.e., the obstruction set for apexcactus graphs [18]. Moreover, the prob

lem of identifying {K5,K3,3}(1) (i.e., characterizing 1apex planar graphs  also sim
ply known as apex graphs) has attracted particular attention (see e.g., [30, 31, 42]). In
this direction, Mattman and Pierce conjectured that {K5,K3,3}(n) contains the Y∆Y 
families of Kn+5 and K3,3,1n (that is the complete (n + 2)partite graph where two
parts have three vertices and the rest n parts consist of a single vertex each) and pro
vided evidence on this [32]. Moreover, in [32], they showed that |{K5,K3,3}(1)| >
150, |{K5,K3,3}(2)| > 82, |{K5,K3,3}(3)| > 601, |{K5,K3,3}(4)| > 520, and
|{K5,K3,3}(5)| > 608. Recently, Jobson and Kézdy [23] identified all graphs of con
nectivity two in {K5,K3,3}(1), where they also reported that |{K5,K3,3}(1)| ≥ 401.

More broadly, the study of obs(G) for distinct instantiations of minorclosed graph
classes is an active topic in graph theory (e.g., see [39, 11, 1315, 17, 19, 2128, 30,
3235, 3739, 42], see also [1, 31] for related surveys).

Let us now present our main result in a more explicit way. Let O0,O1,O2,O3 be
the sets of graphs depicted in Figures 1.2, 1.3, 1.4, 1.5, respectively. Notice that, for
every i ∈ {0, 1, 2, 3}, the graphs in Oi are all iconnected but not (i+ 1)connected.

The central theorem of this thesis is the following:

Theorem 1.0.1. obs(A1(P)) = O0 ∪ O1 ∪ O2 ∪ O3.

(a) O0
1 (b) O0

2 (c) O0
3

Figure 1.2: The set O0 of obstructions for A1(P) with vertex connectivity 0.

(a) O1
1 (b) O1

2 (c) O1
3 (d) O1

4 (e) O1
5

(f) O1
6 (g) O1

7 (h) O1
8 (i) O1

9 (j) O1
10

(k) O1
11 (l) O1

12

Figure 1.3: The set O1 of obstructions for A1(P) of vertex connectivity 1.
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CHAPTER 1. INTRODUCTION

(a) O2
1 (b) O2

2 (c) O2
3 (d) O2

4 (e) O2
5 (f) O2

6

(g) O2
7 (h) O2

8 (i) O2
9 (j) O2

10 (k) O2
11 (l) O2

12

(m) O2
13 (n) O2

14 (o) O2
15

Figure 1.4: The set O2 of obstructions for A1(P) with vertex connectivity 2.

(a) O3
1 (b) O3

2 (c) O3
3

Figure 1.5: The set O3 obstructions for A1(P) with vertex connectivity 3.

We setO = O0∪O1∪O2∪O3.Notice that sinceO3
2 = K3,3 andO3

3 is a subgraph
ofK5, all graphs in O \ {O3

2, O
3
3} are planar. For the proof of Theorem 1.0.1, we first

note, by inspection, that obs(A1(P)) ⊇ O.As such an inspectionmight be quite tedious
to do manually for all the 33 graphs inO, one may use a computer program that can do
this in an automated way (see www.cs.upc.edu/∼sedthilk/oapf/ for code in SageMath
that can do this). The main contribution of the paper is that O is a complete list, i.e.,
that obs(A1(P)) ⊆ O.

Our proof strategy is to assume that there exists a graph G ∈ obs(A1(P)) \ O and
gradually restrict the structure ofG by deriving contradictions to some of the conditions
of the following observation.

Observation 1.0.2. If G ∈ obs(A1(P)) \ O then G satisfies the following conditions:

1. G ̸∈ A1(P),

2. if G′ is a minor of G that is different than G, then G′ ∈ A1(P), and

3. none of the graphs in O is a minor of G.

The rest of the thesis is dedicated to the proof of Theorem 1.0.1 and is organized
as follows. In Chapter 2 we give the basic definitions and some preliminary results.
In Chapter 3 we prove some auxiliary results that restrict the structure of the graphs in
obs(A1(P)) \ O. In Chapter 4 we use the results of Chapter 3 in order to, first, prove
that graphs in obs(A1(P))\O are biconnected (Lemma 4.1.7) and, next, prove that the
graphs in obs(A1(P))\O are triconnected (Lemma 4.2.3). The proof of Theorem 1.0.1
follows from the fact that every triconnected graph either contains a graph in O3 or it
is a graph in A1(P) (Lemma 2.0.8, proved in Chapter 2).

5
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CHAPTER2
DEFINITIONS AND PRELIMINARY RESULTS

Sets and integers. We denote by N the set of all nonnegative integers and we set
N+ = N \ {0}. Given two integers p and q, we set [p, q] = {p, . . . , q} and given a
k ∈ N+ we denote [k] = [1, k]. Given a setA, we denote by 2A the set of all its subsets
and we define

(
A
2

)
:= {e | e ∈ 2A ∧ |e| = 2}. If S is a collection of objects where the

operation ∪ is defined, then we denote
∪∪∪∪∪∪∪∪∪
S =

∪
X∈S X.

Graphs. Given a graphG,we denote by V (G) the set of vertices ofG and byE(G) the
set of the edges ofG. For an edge e = {x, y} ∈ E(G), we use instead the notation e =
xy, that is equivalent to e = yx.Given a vertex v ∈ V (G),we define the neighborhood
of v asNG(v) = {u | u ∈ V (G), {u, v} ∈ E(G)} and the closed neighborhood of v as
NG[v] = NG(v) ∪ {v}. If X ⊆ V (G), then we write NG(X) = (

∪
v∈X NG(v)) \X.

The degree of a vertex v in G is defined as degG(v) = |NG(v)|. We define δ(G) =

min{degG(x) | x ∈ V (G)}. Given two graphs G1, G2, we define the union of G1, G2

as the graph G1 ∪ G2 = (V (G1) ∪ V (G2), E(G1) ∪ E(G2)) and the intersection of
G1, G2 as the graph G1 ∩G2 = (V (G1) ∩ V (G2), E(G1) ∩ E(G2)). A subgraph of
a graph G is every graph H where V (H) ⊆ V (G) and E(H) ⊆ E(G). If S ⊆ V (G),

the subgraph of G induced by S, denoted by G[S], is the graph (S,E(G) ∩
(
S
2

)
). We

also define G \ S to be the subgraph of G induced by V (G) \ S. If S ⊆ E(G), we
denote by G \ S the graph (V (G), E(G) \ S). Given a vertex x ∈ V (G) we define
G \ x = G \ {x} and given an edge e ∈ E(G) we define G \ e = G \ {e}.

Paths and separators. If s, t ∈ V (G) are two distinct vertices, an (s, t)path ofG is
any connected subgraph P of G with maximum degree at most 2, where degP (s) = 1

and degP (t) = 1. If s ∈ V (G), an (s, s)path of G is the subgraph of G consisting of
the single vertex s. The distance between s and t inG is the minimum number of edges
of an (s, t)path inG.Given a pathP,we say that v ∈ V (P ) is an internal vertex of P if
degP (v) = 2,while if degP (v) = 1we say that v is a terminal vertex of P.We say that
two paths P1 and P2 in G are internally vertex disjoint if none of the internal vertices
of the one is an internal vertex of the other. Given an integer k and a graph G, we say
that G is kconnected if for each {u, v} ∈

(
V (G)

2

)
, there exist k pairwise internally
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vertex disjoint (u, v)paths of G, say P1, . . . , Pk, such that for each {i, j} ∈
(
[k]
2

)
,

Pi ̸= Pj , V (Pi) ∩ V (Pj) = {u, v}. We call 2connected graphs biconnected and 3
connected graphs triconnected. Given a set S ⊆ V (G), we say that S is a separator
of G if G has fewer connected components than G \ S. We call a separator of size k a
kseparator. Notice that, by Menger's theorem, a graph is kconnected iff it does not
contain a separator of size less than k.

We say that e ∈ E(G) is a bridge ifG has fewer connected components thanG \ e.
A graph that does not contain any bridge is called bridgeless. A block of a graph G is
either a bridge or a maximal biconnected subgraph ofG. A block of a graphG is called
nontrivial if it is not a bridge.

A vertex v ∈ V (G) is a cutvertex of G if {v} is a separator of G.We also say that
S is a rich separator if G \ S has at least 2 more connected components than G.

Special graphs. By Kr we denote the complete graph on r vertices. Similarly, by
Kr1,r2 we denote the complete bipartite graph of which one part has r1 vertices and the
other r2.We denote byK−

r the graph obtained byKr after removing any edge.
For an r ≥ 3, we denote by Cr the connected graph on r vertices of degree 2 (i.e.,

the cycle on r vertices). If G is a graph and C is a subgraph of G isomorphic to Cr for
some r ≥ 3, then an edge e = {u, v} ∈ E(G) \ E(C) where u, v ∈ V (C) is called
chord of C.

For r ≥ 3, the rwheel, denoted byWr, is the graph obtained by adding a new vertex
vnew, called the central vertex ofWr, toCr along with edges, called spokes, connecting
each vertex ofCr with vnew. The subgraphWr \vnew is called the circumference ofWr.

We denote by Z the butterfly graph, that is the graph obtained by the disjoint union
of twoK3 after identifying two of their vertices (see rightmost figure of Figure 1.1).

A graphG is outerplanar if it can be embedded in the plane so that there's no cross
ing edges and all its vertices lie on the same face. It is known that the obstruction set
of the class of outerplanar graphs is {K2,3,K4}. The outer face of such an embedding
contains every vertex of G. Thus, we can observe the following:

Observation 2.0.1. IfG is biconnected and outerplanar thenG contains a Hamiltonian
cycle, i.e. a cycle that contains every vertex of G.

Minors and topological minors. We define G/e, the graph obtained from the graph
G by contracting an edge e = xy ∈ E(G), to be the graph obtained by replacing the
edge e by a new vertex ve which becomes adjacent to all neighbors of x, y (apart from
y and x) and deleting vertices x, y. Given two graphs H and G we say that H is a
minor of G, denoted by H ≤ G, if H can be obtained by some subgraph of G after
contracting edges.

Given a set H of graphs, we write H ≤ G to denote that there exists an H ∈ H
such that H ≤ G and we defined excl(H) = {G | H ≰ G}. If H ≰ G, then we say
that G is Hminor free, or, in short, Hfree. Also, given a graph G and a set of graphs
H we say that G is Hfree if it is Hfree, for each H ∈ H. Given a graph class G we
say that G is minorclosed if for every graph H such that H ≤ G and G ∈ G, it holds
that H ∈ G. We also define obs(G) as the set of all minorminimal graphs that do not
belong in G and we call obs(G) the obstruction set of the class G.
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If e = xy is an edge of a graph G then the operation of replacing e by a path of
length 2, i.e two edges {x, ve}, {ve, y}, where ve is a new vertex, is called subdivision
of e. A graph G is called a subdivision of a graph H if G can be obtained from H

by repeatedly subdividing edges, i.e. by replacing some edges of H with new paths
between its endpoints, so that the intersection of any two such paths is either empty
or a vertex of H. The original vertices of H are called branch vertices, while the new
vertices are called subdividing vertices. If a graph G contains a subdivision of H as a
subgraph, thenH is a topological minor ofG. It is easy to see that ifH is a topological
minor of G then it is also a minor of G.

Let G be a subdivision of some wheelWr. In keeping with the notation previously
introduced for wheels, we define the spokes of G to be the paths of G produced by the
subdivision of the spokes of Wr and similarly we define the circumference of G to be
the cycle of G produced by the subdivision of the circumference ofWr.

The following is an easy consequence of Dirac's Theorem [16], stating that if
δ(G) ≥ 3, then G containsK4 as a minor.

Proposition 2.0.2. Let G be a biconnected outerplanar graph with at least 3 vertices.
Then there exist at least two vertices of G of degree 2.

Triconnected components. Let q ∈ N+. Let G be a graph and S ⊆ V (G) and
let V1, . . . , Vq be the vertex sets of the connected components of G \ S. We define
C(G,S) = {G1, . . . , Gq} where, for i ∈ [q], Gi is the graph obtained from G[Vi ∪ S]

if we add all edges between vertices in S. We call the members of the set C(G,S)

augmented connected components. Given a vertex x ∈ V (G) we define C(G, x) =

C(G, {x}).
It is easy to observe the following:

Observation 2.0.3. Let G be a biconnected graph and S be a 2separator of G. Then
every H ∈ C(G,S) is biconnected.

To get some intuition why the above observation holds, we set S = {x, y} and
notice that, for every pair u, v of vertices of H \ S, among two vertexdisjoint (u, v)
paths in G, at most one ``exits'' H and this path can be ``represented'' by the edge xy
of H .

Given a graphG, the setQ(G) of its triconnected components is recursively defined
as follows:

• IfG is triconnected or a complete graph on at most 3 vertices, thenQ(G) = {G}.

• If G contains a separator S where |S| ≤ 2, then Q(G) =
∪

H∈C(G,S) Q(H).

Notice that all graphs in Q(G) are either complete graphs on at most 3 vertices or
triconnected graphs (graphs without any separator of size less than 3). The study of
triconnected components of plane graphs dates back to the work of Saunders Mac Lane
in [29] (see also [41]). He also proved that the set Q(G) is uniquely determined (up to
isomorphism), although different choices of the 2separators may have been chosen in
its recursive definition.

Observation 2.0.4. LetG be a graph. All graphs inQ(G) are topological minors ofG.

9



Let G be a graph and v ∈ V (G) where degG(v) ≥ 4. Let also Pv = {A,B} be a
partition of NG(v) such that |A|, |B| ≥ 2. We define the Pvsplit of G to be the graph
G′ obtained by adding, in the graph G \ v, two new adjacent vertices vA and vB and
making vA adjacent to the vertices of A and vB adjacent to the vertices of B. IfG′ can
be obtained by some Pvsplit of G, we say that G′ is a splitting of G.

Observation 2.0.5. If G′ is a splitting of G then G is a minor of G′.

Proposition 2.0.6 (Tutte [40]). A graph G is triconnected if and only if there is a se
quence of triconnected graphs G0, . . . , Gq such that G0 is isomorphic to Wr for some
r ≥ 3, Gq = G, and for i ∈ [q], Gi is a splitting of Gi−1 or there exists an e ∈ E(Gi)

such that Gi−1 = Gi \ e.

The next proposition is a direct consequence of Observation 2.0.4 and Proposi
tion 2.0.6.

Proposition 2.0.7. Let G be a graph. K4 ̸≤ G if and only if none of the graphs in
Q(G) is triconnected.

Lemma 2.0.8. If G is a triconnected graph that is not isomorphic to Wr, for every
r ≥ 3, then O3 ≤ G.

Proof. LetG be a triconnected graph not isomorphic to a wheel. By Proposition 2.0.6,
there exists a sequence of graphs

Wr = G0, G1, . . . , Gq = G

for some r ≥ 3, such that for every i ∈ [q] , Gi is a splitting of Gi−1 or there exists an
edge e ∈ E(Gi) such that Gi−1 = Gi \ e. Observe that, since G ̸∼= Wr, we have that
q ≥ 1. Also observe that r ≥ 4, since if r = 3 then q = 0 due to the fact that none of
the vertices ofW3 can be split and all of them are adjacent to one another.

Let now z be the central vertex of Wr and Cr = Wr \ z. We examine how the
graphG1 may occur fromWr. For that, we distinguish the following two cases and our
strategy, in both cases, is to prove that O3 ≤ G.
Case 1: There exists an edge e ∈ E(G1) such thatWr = G1 \ e. Let e = uv for some
u, v ∈ V (G1) = V (Wr). Since every vertex in V (Cr) is in the neighborhood of z in
Wr then u ̸= z and v ̸= z. Now, since u, v are not adjacent vertices inWr, there exists
an internal vertex in each of the two (u, v)paths of the graph Cr, say x, y, respectively
(see Figure 2.1). Therefore, by contracting each of the (x, u), (x, v), (y, v), (y, u)paths
ofCr to an edge we getO3

3 as a minor ofG1.Now, by Observation 2.0.5,G1 is a minor
of G and therefore O3

3 ≤ G.

z

u

y

v

x

Figure 2.1: The structure of the graph G in Case 1.

10



CHAPTER 2. DEFINITIONS AND PRELIMINARY RESULTS

Case 2: G1 is a splitting of Wr. Observe that G1 is a splitting of Wr obtained by a
Pzsplit. So, let Pz = {A,B} and vA, vB the new adjacent vertices of G1, where
NG1(vA) = A and NG1(vB) = B. We have that |A|, |B| ≥ 2 and so there exist
x1, y1 ∈ A and x2, y2 ∈ B.We now distinguish the following subcases:
Subcase 2.1: One of the two (x1, y1)paths in Cr contains both of x2, y2 (see leftmost
figure of Figure 2.2). This implies that O3

1 ≤ G1 and, as in case 1, it follows that
O3

1 ≤ G.
Subcase 2.2: Each one of the two (x1, y1)paths in Cr contains exactly one of x2, y2
(see rightmost figure of Figure 2.2). This implies that O3

2 ≤ G1 and, as in case 1, it
follows that O3

2 ≤ G.

x1

y1 y2

x2

z1 z2

x1

y2 y1

x2

z1 z2

Figure 2.2: The structure of the graph G in the two Subcases of Case 2.

Since we have exhausted all possible cases for G1 we conclude that O3 ≤ G.

Disconnected obstructions. We now prove that every disconnected graph in
obs(A1(P)) is in O0.

Lemma 2.0.9. If G ∈ obs(A1(P)) \ O, then G is connected.

Proof. Suppose, to the contrary, thatG is not connected. Notice that, sinceG ̸∈ A1(P),
there exists a connected componentH ofG that contains at least two cycles. Also notice
that, due to {O0

1, O
0
2, O

0
3}freeness of G, H is the unique connected component of G

that contains at least two cycles. Now, since G is not connected, H is a minor of G
that is not isomorphic to G. This together with the fact that G ∈ obs(A1(P)) implies
that H ∈ A1(P) and therefore there exists a vertex v ∈ V (H) such that H \ v ∈ P .
But then, since every connected component ofG different thanH contains at most one
cycle, we have that G \ v ∈ P which implies that G ∈ A1(P), a cotnradiction.

11
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CHAPTER3
STRUCTURE CHARACTERISATION OF

OBSTRUCTIONS

By Lemma 2.0.9, we know that a graph G ∈ obs(A1(P)) \O should be connected. In
this section we prove a series of lemmata that further restrict the structure of the graphs
in obs(A1(P)) \ O.

3.1 General properties of the obstructions
Given a graph G and a vertex v ∈ V (G) we say that v is simplicial if G[NG(v)] is
isomorphic toKr for r = degG(v).

Given a graph class G, a graph G, and a vertex x, where G \ x ∈ G, then we say
that x is a Gapex of G.

Lemma 3.1.1. If G ∈ obs(A1(P)) \ O then

1. δ(G) ≥ 2,

2. G is bridgeless, and

3. all its vertices of degree 2 are simplicial.

Proof. (1) Consider a vertex u ∈ V (G) with degG(u) < 2. If G \ u ∈ A1(P), then
also G ∈ A1(P), since u does not participate in a cycle, a contradiction.

(2) Consider an edge e = xy that is a bridge ofG. By Lemma 2.0.9,G is connected.
Since e is a bridge, then G \ e contains two connected components H1,H2, such that
x ∈ V (H1) and y ∈ V (H2). Observe that by O0freeness of G, one of H1,H2, say
H1, contains at most one cycle.

Consider the graphG′ = G/e and let ve be the vertex formed by contracting e. We
denoteH ′

1,H
′
2 the graphs obtained fromH1,H2 by replacing the vertices x, y with ve,

respectively. Observe thatH ′
1 also contains at most one cycle. By minorminimality of

G, it follows that G′ ∈ A1(P) and therefore there exists some u ∈ V (G′) that is a P
apex ofG′. So, if u ∈ V (H ′

1) then ve is also aPapex ofG′. Therefore we consider the

13



3.2. PROPERTIES OF OBSTRUCTIONS CONTAINING A K4

case that u ∈ V (H ′
2). If u = ve, then every connected component of H ′

2 \ ve contains
at most one cycle. SinceH ′

2 \ ve = H2 \ y, it follows that every connected component
ofG\y contains at most one cycle, a contradiction. In the case that u ̸= ve we consider
the augmented connected component Q′ ∈ C(G′, u) that contains ve and observe that,
since u is a Papex of G′, Q′ contains at most one cycle. This implies that if Q is the
augmented connected component of C(G, u) that contains e, then Q also contains at
most one cycle. The latter, together with the fact that C(G′, u)\{Q′} = C(G, u)\{Q}
implies that G \ u ∈ P , a contradiction.

(3) Suppose, to the contrary, that there exists a nonsimplicial vertex v ∈ V (G) of
degree 2, and let e ∈ E(G) be an edge incident to v, i.e. e = uv for some u ∈ V (G).

By minorminimality of G, we have that G′ := G/e ∈ A1(P). Let x be an Papex
vertex of G′ and ve the vertex formed by contracting e. Observe that, every cycle in
G that contains v also contains u and so if x = ve then u is an Papex vertex of G,

a contradiction. Therefore, x ̸= ve and so x ∈ V (G). Since v is a nonsimplicial
vertex, the contraction of e can only shorten cycles and not destroy them. Hence, x is
an Papex vertex of G, a contradiction.

For a graph G ∈ obs(A1(P)) \ O, observe that, due to Lemma 3.1.1, all of its
connected components and blocks contain a cycle. Therefore, for the rest of the paper,
we always assume that blocks are nontrivial. Moreover, for suchG, all graphs inQ(G)

are either triconnected or isomorphic toK3.

3.2 Properties of obstructions containing a K4

We now prove some results which will be useful in the main section of the proof.

Lemma 3.2.1. If G is a biconnected graph such that O ≰ G, then there exists at most
one triconnected graph in Q(G).

Proof. Suppose, to the contrary, that there are at least two triconnected graphs inQ(G)

and let H1,H2 be two of them. Due to the recursive definition of Q(G) and by Ob
servation 2.0.4, there exists a separator S such that H1,H2 are topological minors of
some G1, G2 ∈ C(G,S), respectively. By the biconnectivity of G we have that S is a
2separator of G. Let S = {x, y}. SinceH1,H2 are triconnected graphs and topologi
cal minors of G, Lemma 2.0.8 implies that each Hi, i ∈ [2] is isomorphic to a wheel.
Thus,K4 is a topological minor of both H1 and H2.

Let R1, R2 be the subdivisions ofK4 in G1, G2, respectively.

Claim: For each Gi, i ∈ {1, 2}, there is a subgraph Qi of Gi such that the following
hold:

1. Qi is a subdivision ofK4 and

2. there exists an edge e of K4 such that x and y are vertices of the path of Qi

corresponding to e.

Proof of Claim: Let i ∈ {1, 2}. By Menger's theorem, there exist two disjoint paths
from the separator S to Ri. Let P, P ′ be the shortest such paths. Now, let R+

i be
the graph Ri ∪ P ∪ P ′ ∪ {{x, y}, {xy}}, that is the graph Ri together with the paths

14



CHAPTER 3. STRUCTURE CHARACTERISATION OF OBSTRUCTIONS

P, P ′ and the edge xy. Clearly, R+
i is a subgraph of Gi. We now describe how to

obtain a graph Qi that is a subgraph of R+
i and is a subdivision of K4, where the path

P ∪ P ′ ∪ {{x, y}, {xy}} is a subdivided edge ofK4.

Let z, z′ be the vertices of Ri that are endpoints of P , P ′ respectively. For every
edge e ofK4, let Pe be the path of Ri corresponding to e.

We distinguish the following two cases based on whether every (z, z′)path in Ri

contains a branch vertex as an internal vertex or not.

Case 1: There is a (z, z′)path in Ri such that none of its internal vertices is a branch
vertex ofK4.

In this case, there exists a subdivided edge e of K4 such that z, z′ are vertices of
Pe. We set Qi to be the graph obtained from R+

i by removing all internal vertices of
the (z, z′)subpath of Pe (see Figure 3.1).

x

y
z

z′

P

P ′

Figure 3.1: The graph R+
i in the case where there is a (z, z′)path in Ri such that none

of its internal vertices is a branch vertex ofK4. The graphQi is obtained fromR+
i after

removing all internal vertices of the grey dashed path.

Case 2: Every (z, z′)path in Ri contains a branch vertex as an internal vertex.

In this case, one of z, z′, say z, is a subdividing vertex ofK4. Let e be the subdivided
edge ofK4 that contains z. Notice that z′ is either a vertex of Pe′ , where e′ is the edge
ofK4 such that e∩e′ = ∅, or an internal vertex of Pe′′ , where e′′ is an edge ofK4 such
that |e ∩ e′| = 1.

If z′ is a vertex of Pe′ , where e′ is the edge of K4 such that e ∩ e′ = ∅, then let
w be an endpoint of Pe′ such that w ̸= z′ and let Qi be the graph obtained from R+

i

by removing all internal vertices of the (z′, w)subpath of Pe′ (see leftmost figure of
Figure 3.2).

If z′ is an internal vertex of Pe′′ , where e′′ is an edge of K4 such that |e ∩ e′| = 1,
let w ∈ V (Ri) be the common endpoint of Pe and Pe′ and letQi be the graph obtained
from R+

i by removing all internal vertices of the (z, w)subpath of Pe (see rightmost
figure of Figure 3.2).
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x

y

P

P ′

z w
z′

x

y

P

P ′

z

z′
w

Figure 3.2: The graphR+
i in Case 2. In both figures, the graphQi is obtained fromR+

i

by removing all internal vertices of the grey dashed path. The branch vertices ofQi are
depicted in red.

Notice that, in all cases above, we obtain a graphQi that is a subgraph ofGi and is
a subdivision of K4 where the path P ∪ P ′ ∪ {{x, y}, {xy}} is a subdivided edge of
K4. Claim follows.

Therefore, by applying the above Claim for both G1, G2, and after contracting all
edges of Qi, i ∈ {1, 2} that are incident to vertices of degree two in Qi, i ∈ {1, 2}, we
get O2

1 as a minor of G, a contradiction.

The results of Lemma 2.0.8 and Lemma 3.2.1, together with Observation 2.0.4 and
Proposition 2.0.7 imply the following corollary:

Corollary 3.2.2. Let G be a biconnected graph such that O ≰ G and K4 ≤ G. Then
there exists a unique triconnected graphH in Q(G) such that:

• H is isomorphic to an rwheel for some r ≥ 3 and

• H is a topological minor of G.

Let G be a biconnected graph such that O ≰ G and K4 ≤ G and let K be a
subdivision of the (unique) rwheel H ∈ Q(G), as in Corollary 3.2.2. We call the
pair (H,K) an rwheelsubdivision pair ofG. Notice that there may be many rwheel
subdivision pairs inG, as there might be many possible choices forK, but there is only
one choice for H .

Lemma 3.2.3. Let G be a biconnected graph such that K4 ≤ G and O ̸≤ G. Let
(H,K) be an rwheelsubdivision pair of G. Then for every x, y ∈ V (K) and every
(x, y)path that intersectsK only in its endpoints, there exists an edge e ∈ E(H) such
that x, y are both vertices of the subdivision of e inK.

Proof. Recall thatH is isomorphic to an rwheel for some r ≥ 3, andK is a subdivision
of H. Consider an (x, y)path that intersects K only in its endpoints. Suppose, to the
contrary, that x, y belong to subdivisions of different edges of H. We distinguish the
following cases:
Case 1: One of x, y, say x, is a branch vertex on the circumference ofK.

First, we observe the following:
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CHAPTER 3. STRUCTURE CHARACTERISATION OF OBSTRUCTIONS

Observation 1: r ̸= 3. Indeed, if H ∼= W3, then since y belongs to the subdivision of
an edge ofH not incident to x, a subdivision of a bigger wheel would be formed with x
as its central vertex (see Figure 3.3), a contradiction to the definition of the triconnected
components.

x

y

Figure 3.3: The (x, y)path (depicted in blue) where y belongs to the subdivision of
some edge of H not incident to x (depicted in red) in the proof of Observation 1.

Suppose then that r ≥ 4. Let x1, x2 be the vertices adjacent to x on the circumfer
ence of H.We distinguish the following subcases:

Subcase 1.1: y belongs to the subdivision of some spoke e ofH. Then, e is not incident
to x. If y is an internal vertex of the subdivision of a spoke incident to either x1 or x2

then O3
1 ≤ G (see leftmost figure of Figure 3.4), while if the spoke is not incident to

x1 or x2 then O3
3 ≤ G (see central figure of Figure 3.4), a contradiction in both cases.

Subcase 1.2: y belongs to some subdivided edge e of the circumference ofK. Then, e
is different from the subdivided edges corresponding to xx1, xx2. Hence,O3

3 ≤ G (see
rightmost figure of Figure 3.4), a contradiction.

x

x1 x2y

x

x1 x2

y

x

x1 x2

y

Figure 3.4: Possible configurations of the (x, y)path (depicted in blue) in the proof of
Subcases of Case 1.

Case 2: One of x, y, say x, is a subdividing vertex on the circumference ofK.

Since we have examined the case that one of x, y is a branch vertex on the circum
ference ofK, suppose that y is not such.

Let e = uv be the edge of H whose the corresponding subdivision in K contains
x.

Observation 2: y is not the central vertex ofH. This is because, if otherwise, a subdivi
sion of a bigger wheel would be formed in G (see Figure 3.5), which is a contradiction
to the definition of the triconnected components.
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y

vu

x

Figure 3.5: The (x, y)path (depicted in blue) in the proof of Observation 2, where y is
the central vertex of H.

Subcase 2.1: y is an internal vertex of some subdivided edge e′ of a spoke of K. If e′
is incident to either u or v, then O3

1 ≤ G (see leftmost figure of Figure 3.6), while if
e′ is not incident to either u or v then O3

2 ≤ G (see central figure of Figure 3.6)), a
contradiction in both cases.
Subcase 2.2: y is an internal vertex of some subdivided edge of the circumference of
K different from e. ThenO3

1 ≤ G (see rightmost figure of Figure 3.6), a contradiction.

vu

x

y

vu

x

y

vu

x

y

Figure 3.6: Possible configurations of the (x, y)path (depicted in blue) in the proof of
Subcases of Case 2.

Case 3: Both of x, y are internal vertices of the subdivisions of some spokes e, e′ of
Wr, respectively.

vu

x y

Figure 3.7: The (x, y)path (depicted in blue) in the proof of Case 3.

In this case, e, e′ are distinct and so O3
1 ≤ G (see Figure 3.7), a contradiction.

We can now define the notion of a flap. Let G be a biconnected graph such that
O ≰ G andK4 ≤ G. Let also (H,K) be an rwheelsubdivision pair of G. For every
2separator S ⊆ V (K) ofG, the flap of (H,K) of base S is the subgraph ofG defined
as F =

∪∪∪∪∪∪∪∪∪
{C ∈ C(G,S) : K4 ̸≤ C and C is biconnected} if V (F ) ̸= ∅. If V (F ) = ∅,

then the flap of base S is not defined. Observe that every 2separator S ⊆ V (K) of
G defines at most one flap of (H,K) of base S. The (x, y)flap of (H,K), for some
2separator {x, y} ⊆ V (K), is the flap of (H,K) of base {x, y}.

18
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Given an (x, y)flap F of (H,K) and a vertex v ∈ V (F ), we say that F is v
oriented if every cycle of F contains v.

Regarding the arguments in the remaining part of Section 3.2, consider a graph
G ∈ obs(A1(P)) \ O such that K4 ≤ G. Observe that K4 is a minor of a block B of
G and therefore we can consider an rwheelsubdivision pair of B.

Lemma 3.2.4. Let G ∈ obs(A1(P)) \ O such that K4 ≤ G and (H,K) be an r
wheelsubdivision pair of a blockB ofG. If F is an (x, y)flap of (H,K), then it holds
that:

1. F is biconnected,

2. G[V (F )] contains a cycle, and

3. there exists an edge e ∈ E(H) such that x, y are both vertices of the subdivision
of e inK.

Moreover, if F1, F2 are flaps of (H,K) whose bases are S1, S2 respectively, where
S1 ̸= S2, then V (F1) ∩ V (F2) ⊆ S1 ∩ S2.

Proof. (1) and (2) are direct consequences of the definition of the (x, y)flap and
Lemma 3.1.1.

To prove (3), consider an (x, y)flap F of (H,K). Then, from the definition of F ,
there exists a biconnected graph C ∈ C(G, {x, y}) such that K4 ̸≤ C and hence it
contains an (x, y)path that intersectsK only in its endpoints. Therefore, Lemma 3.2.3
implies (3).

It remains to prove that if F1, F2 are flaps of (H,K) whose bases are S1, S2 re
spectively, where S1 ̸= S2, then V (F1) ∩ V (F2) ⊆ S1 ∩ S2. First, we observe that
for every i ∈ [2], V (Fi) ∩ V (K) ⊆ Si. Now, suppose, towards a contradiction, that
there exists a C ∈ C(G,S1) such thatK4 ≰ C, C is biconnected, and C \ S1 contains
a vertex x of F2. Since S1 ̸= S2, we have that S1 ∩ S2 ⊊ S2. This, together with the
fact that F is biconnected implies that there is a path in F2 \ (S1 ∩ S2) that connects x
with a vertex v ∈ S2 \ S1 ⊆ V (K). Therefore, v is a vertex of (C \ S1) ∩ V (K), a
contradiction to the fact that V (F1) ∩ V (K) ⊆ S1.

We conclude this subsection by proving the next results concerning flaps:

Lemma 3.2.5. Let G be a biconnected graph such that O ≰ G and K4 ≤ G and let
(H,K) be an rwheelsubdivision pair of G. Then every (x, y)flap F of (H,K) is
either xoriented or yoriented.

Proof. Consider an (x, y)flap F of (H,K) for which the contrary holds. We distin
guish the following cases:

Case 1: There exists a cycle C in F disjoint to both x and y. Then, since by
Lemma 3.2.4(1), F is biconnected, there exist two disjoint paths P1, P2 connecting the
cycle C with x, y, respectively. Hence, by contracting all the edges of P1, P2 we form
O2

9 as a minor of G, a contradiction (see Figure 3.8).
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x
z1

z2

y

Figure 3.8: An example of an (x, y)flap that contains a cycle disjoint to x, y in the
proof of Case 1.

Case 2: There exists a cycleC ofF that contains x but not y and a cycleC ′ that contains
y but not x. Then, if C,C ′ are disjoint, O1

1 ≤ G, if the share only one vertex, O2
4 ≤ G,

and if they share more than one vertex, O2
1 ≤ G, a contradiction in all cases (see figure

Figure 3.9).

x
z1

z2

y x
z1

z2

y x
z1

z2

y

Figure 3.9: The ways C,C ′ may intersect in the proof of Case 2.

We arrived at a contradiction in both cases. Hence, Lemma follows.

Lemma 3.2.6. Let G ∈ obs(A1(P)) \ O such that K4 ≤ G and let (H,K) be an
rwheelsubdivision pair of a block B ofG. Then if r ≥ 4, the center ofK is a Papex
vertex of B.

Proof. We start with the following claim:

Claim: For every (x, y)flap of (H,K), one of x, y is the centre ofK.

Proof of Claim: Let F be an (x, y)flap. Lemma 3.2.4(3) implies that there exists an
edge e of H such that x, y are vertices of the subdivision of e in K. Suppose, towards
a contradiction, that neither of x, y is the center of K. If e is in the circumference of
H then, since by Lemma 3.2.4(1),(2), F is biconnected and G[V (F )] contains a cycle,
O2

2 ≤ G (see left figure of Figure 3.10), while if e is a spoke of H , then, similarly,
O1

4 ≤ G (see right figure of Figure 3.10), a contradiction in both cases.
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y

x
yx

Figure 3.10: Possible configurations of an (x, y)flap (depicted in green) in the proof
of Observation.

Let now z be the centre ofK. According to the above Claim, every flap of (H,K)

is a (z, y)flap. It also holds that every (z, y)flap F is zoriented. Indeed, if otherwise,
then Lemma 3.2.5 implies that there would exist a cycle in F containing y but not z
and hence O1

4 ≤ G, a contradiction.
Therefore, taking into account that B is a block of G, and, due to Lemma 3.2.1, H

is the unique triconnected graph in Q(G), we derive that every cycle in B, except for
the circumference ofK, contains z and so z is a Papex vertex of B.

3.3 Properties of obstructions containing a K2,3

The purpose of this section is to prove Lemma 3.3.5 that gives us some information on
the structure of a connected graph G such that O ≰ G,K4 ≰ G, andK2,3 ≤ G.

Let S be a 2separator of G and B be a (nontrivial) block of some H ∈ C(G,S).
We say that B is an Sblock of G if S ⊆ V (B). Also, if S is a rich 2separator and at
least three graphs in C(G,S) contain Sblocks, we call S a brich separator. We say
that a brich separator S ofG is nice if for everyH ∈ C(G,S) that contains an Sblock,
it holds that the graph G[V (H)] contains a cycle.

We start with an easy observation.

Observation 3.3.1. LetG be aK4free graph such thatK2,3 ≤ G.Then the connectivity
of G is at most 2 and G contains a brich separator.

We now prove the following:

Lemma 3.3.2. Let G ∈ obs(A1(P)) \ O be a graph. Every brich separator of G is
nice.

Proof. Let S = {x, y} be a brich separator of G. Suppose that S is not nice. Then,
there is an H ∈ C(G,S) that contains an Sblock and the graph G[V (H)] does not
contain a cycle. Given thatH contains an Sblock, there is a biconnected graph that is
a subgraph of H and its vertex set contains x and y. Therefore, H contains an (x, y)
path P that does not contain the edge xy (which, by definition of C(G,S), is an edge
of H). Notice that P is also a subgraph of G[V (H)].

We claim that for every internal vertex v of P , it holds that degG(v) = 2. To see
why this holds, first observe that degG(v) ≥ degP (v) = 2 and, suppose towards a con
tradiction, that there is a third neighbor u ∈ V (G) of v. Observe that u ∈ V (H)\V (P ),
since if u ∈ V (P ) thenG[V (H)] contains a cycle, contradicting our initial assumption,
and if v ∈ V (G) \ V (H), then S is not a separator of G, a contradiction. Also, every
(u, v)path in G contains the edge uv, since, otherwise, the existence of a (u, v)path
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inG that avoids uv implies the existence of a cycle inG[V (H)], a contradiction to our
initial assumption. But then the edge uv then uv is a bridge ofG, a contradiction to the
fact that G is bridgeless (due to Lemma 3.1.1).

Thus, for every internal vertex v of P , it holds that degG(v) = 2 and, by
Lemma 3.1.1, every such vertex has to be simplicial. This implies the existence of a
cycle in G[V (H)], a contradiction to our initial assumption.

We now argue why in a graph G that is connected and K4free and where O ≰
G and K2,3 ≤ G, the existence of more than two nice brich separators implies the
existence of aPapex vertex ofG that is the intersection of all such separators. We stress
that the following lemma is not stated for graphs in obs(A1(P)) \O and, therefore, we
can not use Lemma 3.3.2 and assume that every brich separator is nice.

Lemma 3.3.3. Let G be a connected K4free graph such that O ≰ G and K2,3 ≤ G

and let S1, . . . , Sk be the brich separators ofG. If k ≥ 2 and every Si, i ∈ [k], is nice,

then there is a vertex x ∈ V (G) such that
k∩

i=1

Si = {x} and x is a Papex vertex of G.

Proof. Suppose that k ≥ 2 and every brich separator Si, i ∈ [k] of G is nice. We first
prove the following claim:

Claim 1: There exists some x ∈ V (G) such that
k∩

i=1

Si = {x}.

Proof of Claim 1: We first prove that every two brich separators of G have a non
empty intersection. Suppose, towards a contradiction, that there exist i, j ∈ [k], where
i ̸= j and Si∩Sj = ∅. Due toK4freeness ofG, there exists an augmented component
H ∈ C(G,Si) such that Sj ⊆ V (H). Observe that, since Si is nice, there exist at least
two augmented connected components that contain Siblocks in C(G,Si) \ {H} that
contain a cycle and together form K−

4 as a minor. By applying the same arguments
symmetrically, there exist at least two augmented components in C(G,Sj) that do not
contain Si, which together also form K−

4 as a minor. Then, notice that O0
1 ≤ G (see

leftmost figure of Figure 3.11), a contradiction.
Now, suppose that there exist three distinct i, j, l ∈ [k] such that Si ∩ Sj ∩ Sl = ∅.

Notice that since Sj∩Sl ̸= ∅, there exists a unique augmented connected component of
C(G,Si) that contains both Sj , Sl, while there also exist at least two other augmented
connected components that contain Siblocks and, since Si is nice, form K−

4 as a mi
nor. By applying the same argument to C(G,Sj), C(G,Sl), we have that for each said
separator we can formK−

4 as a minor and therefore, O2
11 ≤ G (see rightmost figure of

Figure 3.11), a contradiction.

Si Sj

u

w v

Figure 3.11: The proof of Claim 1.

Therefore,
k∩

i=1

Si = {x} for some x ∈ V (G). Claim 1 follows.
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Consider the brich separators S1, S2 of G. According to Claim 1, we have that
S1 = {x, u1}, S2 = {x, u2}, for some u1, u2 ∈ V (B), where u1 ̸= u2. Let

H1 =
∪∪∪∪∪∪∪∪∪

{H ∈ C(G,S1) : u2 /∈ V (H)} and H2 =
∪∪∪∪∪∪∪∪∪

{H ∈ C(G,S2) : u1 /∈ V (H)}

Also, let H̄ = G\((V (H1)∪V (H2))\{u1, u2}). See Figure 3.12 for an illustration
of the above graphs. For each i ∈ [2], observe that, since Si is nice, we have that
K−

4 ≤ Hi.

H̄

x

u1 u2

Figure 3.12: An illustration of the graphs H1, H2 (the red and green parts on the left
and on the right respectively) and the graph H̄ , depicted in yellow.

Notice that for each i ∈ [2], the graph G \Hi is connected and the graph H̄ \ ui is
a connected subgraph of G \Hi. Therefore, we can derive the following:

Observation 1: If y ∈ V (H̄), then there exists a (y, u1)path in H̄ \ u2 and a (y, u2)
path in H̄ \ u1. In particular, u1, u2 are not cutvertices of H̄ .

It remains to prove that x is a Papex vertex of G. For that, suppose, towards a
contradiction, that there exist two cycles C1, C2, that are connected in G \ x. We will
now argue that the following holds:

Claim 2: C1, C2 are in H̄ .

Proof of Claim 2: If C1, C2 are both in some Hi, i ∈ [2], say H1, then H1 \ x ̸∈ P
and so obs(P) ≤ H1 \ x. Hence, since K−

4 ≤ H2, {O0
1, O

0
3} ≤ G, a contradiction.

Also, if each Ci belongs to different Hj , i, j ∈ [2], say C1 ⊆ H1 and C2 ⊆ H2, then
since C1, C2 are connected inG \ x, we have O1

12 ≤ G (see left figure of Figure 3.13),
a contradiction.

Therefore, at least one of C1, C2 is in H̄ . Suppose then, towards a contradiction,
that one of C1, C2, say C1, is inH1 \ x. Then C2 ⊆ H̄ . Observation 1 implies that C2

is connected with u1 through a path disjoint from u2 and thus, if u2 /∈ V (C2), O
0
3 ≤ G

(see central figure of Figure 3.13), while if u2 ∈ V (C2), then by contracting all edges
in the said path, we get O1

6 ≤ G (see right figure of Figure 3.13), a contradiction in
both cases. Claim 2 follows.
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Figure 3.13: The cycles C1 and C2 in the proof of Claim 2.

Observation 2: {u1, u2} ⊆ V (C1 ∪ C2). Indeed, suppose that there exists an i ∈
[2] such that ui /∈ V (C1 ∪ C2). By Claim 2, C1, C2 are in H̄ and Observation 1
implies that there exists a path connecting C1, C2 avoiding ui. Hence, H̄ \ ui ̸∈ P
and so obs(P) ≤ H̄ \ ui which, together with the fact that K−

4 ≤ Hi, implies that
{O0

1, O
0
3} ≤ G, a contradiction.

Claim 3: There exists a blockH ′ of H̄ that contains both C1, C2 and is outerplanar.
Proof of Claim 3: We start with the following observation:
Observation 3: There exists some block H ′ of H̄ that contains both u1, u2. Indeed,
suppose towards a contradiction, that there exists some cutvertex v ∈ V (H̄) separating
u1, u2 in H̄ . Then, there existD1, D2 ∈ C(H̄, v) such thatD1 ̸= D2, u1 ∈ V (D1) and
u2 ∈ V (D2). By Observation 2, we can assume that C1 ⊆ D1 and C2 ⊆ D2, which in
turn implies that O2

3 ≤ G (see Figure 3.14), a contradiction.

C1 C2

x

u1 u2

v

Figure 3.14: The cycles C1, C2 in the proof of Observation 3.

According to Observation 3, letH ′ be a block of H̄ that contains both u1, u2. Sup
pose that some Ci, i ∈ [2], say C1, is not in H ′. Then, there exists some cutvertex u

of H̄ such that C1 is in some H ′′ ∈ C(H̄, u) that does not contain H ′ as a subgraph.
Observation 1 implies that u /∈ {u1, u2}. Therefore, O1

3 ≤ G, a contradiction. Thus,
H ′ contains C1, C2.

We now prove that H ′ is outerplanar. We have that K4 ̸≤ G and so K4 ̸≤ H ′.
Hence, it suffices to prove thatK2,3 ̸≤ H ′. For that, suppose, towards a contradiction,
that K2,3 ≤ H ′. Then, Observation 3.3.1 implies that H ′ contains a brich separator
S. But then S is also a brich separator of G. Indeed, this holds since K4freeness of
G implies that every two A,B ∈ C(H ′, S) that contain Sblocks are not connected in
G \ S. Now, Claim 1 implies that x ∈ S, a contradiction to the fact that S ⊆ H ′ ⊆ H̄ .
Claim 3 follows.
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We now return to the proof of the lemma. According to Claim 3, let H ′ be a block
of H̄ that contains both C1, C2 and is outerplanar. Since H ′ is biconnected and outer
planar, then by Observation 2.0.1,H ′ contains a Hamiltonian cycle, namely C. Since
C1, C2 ⊆ H ′, there exists some chord e of C. To complete the proof of the Lemma,
we distinguish the following cases:

Case 1: u1u2 ̸∈ E(C). Let P1, P2 be the connected components of (C \ u1) \ u2.
Notice that K4freeness of G implies that e is incident to vertices of some Pi, i ∈ [2].
But then, O2

11 ≤ G, a contradiction (see leftmost figure in Figure 3.15).

Case 2: u1u2 ∈ E(C). Then, the existence of e implies that O2
10 ≤ G, a contradiction

(see rightmost figure of Figure 3.15).

Figure 3.15: The chord e of the Hamiltonian cycle C of H ′ in the case analysis in the
end of the proof of Lemma 3.3.3.

This completes the proof of the Lemma.

We now prove the following result:

Lemma 3.3.4. LetG be aK4free graph that contains a brich separator S. If S is the
unique brich separator of G, then every H ∈ C(G,S) is an outerplanar graph.

Proof. Let S be the unique brich separator of G and let H ∈ C(G,S). To prove that
H is an outerplanar graph, it we prove that {K4,K2,3} ̸≤ H . Since K4 ≰ G implies
that K4 ≰ H , we now aim to argue that K2,3 ≰ H . Suppose to the contrary that
K2,3 ≤ H , which by Observation 3.3.1 implies that H contains a brich separator S′,
where S′ ̸= S. Since K4 ≰ G, we have that every two A,B ∈ C(H,S′) that contain
S′blocks are not connected in G \ S′ and therefore S′ is a brich separator of G, a
contradiction to the uniqueness of S.

Let G be a K4free biconnected graph with K2,3 ≤ G and S a brichseparator of
G, such that everyH ∈ C(G,S) is outerplanar. For anH ∈ C(G,S), we denoteCH the
Hamiltonian cycle ofH , which exists due to Observation 2.0.3 and Observation 2.0.1.
Given an x ∈ V (G), we say that an edge e ∈ E(G) is an xchord of G, if there exists
an H ∈ C(G,S) such that e is a chord of CH incident to x. Also, given two vertices
x, y ∈ V (G), we say that an edge e is an (x,y)disjoint chord of G if there exists an
H ∈ C(G,S) such that e is a chord of CH disjoint to x, y.

We conclude this subsection by proving the following result:
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Lemma 3.3.5. LetG be aK4free biconnected graph such thatO ≰ G andK2,3 ≤ G.
Also, letS = {x, y} be a brich separator ofG. If everyH ∈ C(G,S) is an outerplanar
graph and if there exist at least two augmented connected components in C(G,S) not
isomorphic to a cycle, then one of the following holds:

• There exists a unique (x, y)disjoint chord of G and there do not exist both x
chords and ychords of G, or

• There do not exist (x, y)disjoint chords ofG and there exists at most one xchord
or at most one ychord of G.

Proof. Suppose that every H ∈ C(G,S) is outerplanar and there exist at least two
augmented connected components in C(G,S) not isomorphic to a cycle. Note that
since G is biconnected, it holds that every H ∈ C(G,S) is also biconnected and so by
Observation 2.0.1, for everyH we can consider its Hamiltonian cycle, which we denote
by CH . Keep in mind that if someH ∈ C(G,S) is not isomorphic to a cycle, then CH

contains some chord. Also, observe thatK4freeness of G implies that xy ∈ E(CH).

Claim 1: There exists at most one (x, y)disjoint chord in G.
Proof of Claim 1: Suppose to the contrary that there exist two (x, y)disjoint chords,
namely e, e′. If there exists some H ∈ C(G,S) such that e, e′ are chords of CH , then
we have that obs(P) ≤ H \ S. Therefore, by our assumption that there exists some
H ′ ∈ C(G,S) different than H that contains a chord implies that K−

4 ≤ G \ (H \ S)
and hence {O0

1, O
0
3} ≤ G, a contradiction. Therefore, there exist different H,H ′ ∈

C(G,S) such that e, e′ are chords of CH , CH′ , respectively. Hence, O2
15 ≤ G (see

Figure 3.16), a contradiction. Claim 1 follows.

x

y

H H ′e e′

Figure 3.16: The chords e, e′ in the second part of the proof of Claim 1.

We now distinguish the following cases depending onwhether there exists an (x, y)
disjoint chord:

Case 1: There exists an (x, y)disjoint chord of G.
Let e be an (x, y)disjoint chord of G and let H ∈ C(G,S) be the augmented com
ponent, where e is a chord of CH . Claim 1 implies that e is the unique (x, y)disjoint
chord ofG and thus every other chord of eachCH′ , H ′ ∈ C(G,S), is either an xchord
or a ychord of G.

Recall that there exists someH ′ ∈ C(G,S) different thanH that is not isomorphic
to a cycle. Therefore, CH′ contains some chord e′ that is either an xchord or a ychord
of G. Assume, without loss of generality, that e′ is an xchord of G. We prove the
following claim:

Claim 2: Every edge ofG that is a chord of some CH′′ , H ′′ ∈ C(G,S), different from
e is an xchord of G.
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Proof of Claim 2: Suppose, towards a contradiction, that there exists some H ′′ ∈
C(G,S) such that CH′′ contains a chord e′′ different from e which is not an xchord of
G. Then, Claim 1 implies that e′′ is a ychord of G. Observe that H ′′ ∈ {H,H ′}, be
cause otherwise O1

8 ≤ G, a contradiction. Therefore, if H ′′ = H , then {O2
12, O

2
13} ≤

G (see left and central figure of Figure 3.17), while if H ′′ = H ′, O2
7 ≤ G (see right

figure of Figure 3.17), a contradiction in both cases. Claim 2 follows.

Figure 3.17: The possible configurations of the chords e, e′, e′′ in the proof of Claim 2

Therefore, in this case, e is the unique (x, y)disjoint chord of G and there do not
exist ychords.

Case 2: There do not exist (x, y)disjoint chords of G.

In this case we prove that there exists at most one xchord or at most one ychord
of G, which will conclude the proof of the Lemma. For that, suppose, towards a con
tradiction, that there exist two xchords of G, namely ex1 and ex2 , and two ychords of
G, namely ey1 and e

y
2 . We say that a pair of edges (e, e′), where e, e′ ∈ {ex1 , ex2 , e

y
1, e

y
2}

is homologous if there exists some H ∈ C(G,S) such that e, e′ ∈ E(H).

We now distinguish the following subcases:

Subcase 2.1: (ex1 , ex2) is not homologous and (ey1, e
y
2) is not homologous. Then,

{O0
2, O

1
12, O

2
3} ≤ G depending whether there exist 0, 1 or 2 homologous pairs (e, e′),

where e ∈ {ex1 , ex2}, e′ ∈ {ey1, e
y
2} (see Figure 3.18). In any case we have a contradic

tion.

Figure 3.18: The possible configurations of the edges ey1, e
y
2, e

x
1 , and ex2 in the proof of

Subcase 2.1.

Subcase 2.2: (ex1 , ex2) is homologous and (ey1, e
y
2) is not homologous.

Let H ∈ C(G,S) be the component such that ex1 , ex2 ∈ E(H). Notice that since
(ey1, e

y
2) is not homologous, at most one of ey1, e

y
2 is in E(H). If none of ey1, e

y
2 is in

E(H), thenO0
3 ≤ G, while if some of ey1, e

y
2 is inE(H), thenO1

11 ≤ G, a contradiction
(see Figure 3.19).
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Figure 3.19: The possible configurations of the edges ey1, e
y
2, e

x
1 , and ex2 in the proof of

Subcase 2.2.

Subcase 2.3: (ex1 , e
x
2) is not homologous and (ey1, e

y
2) is homologous. This case is

symmetric to the previous one.

Figure 3.20: The possible configurations of the cycles ey1, e
y
2, e

x
1 , and ex2 in the proof of

Subcase 2.4.

Subcase 2.4: (ex1 , ex2) is homologous and (ey1, e
y
2) is homologous. LetH ∈ C(G,S) be

the component such that ex1 , ex2 ∈ E(H) andH ′ ∈ C(G,S) be the component such that
ey1, e

y
2 ∈ E(H ′). If H ̸= H ′, then O0

1 ≤ G, while if H = H ′, then O2
13 ≤ G. In both

cases we have a contradiction (see Figure 3.20).
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CONFINING CONNECTIVITY

In this section we further restrict the structure of a graph G ∈ obs(A1(P)) \ O. The
first step is to prove thatG is biconnected (Lemma 4.1.7) and the second one is to prove
that G is triconnected (Lemma 4.2.3).

4.1 Proving biconnectivity
In this section we prove that every graph in obs(A1(P))\O is biconnected
(Lemma 4.1.7). For this we prove a series of lemmata that gradually restrict the structure
of such a graph.

We begin by making two observations. We have that Lemma 3.1.1 implies that
every block of a graphG ∈ obs(A1(P)) \O has a cycle and so by the O1

10freeness of
such a graph we derive the following:
Observation 4.1.1. If G ∈ obs(A1(P)) \ O then every block of G contains at most 2
cutvertices.

Also, for a graph G ∈ obs(A1(P)) \ O we have that G ̸∈ A1(P) and this implies
the following:
Observation 4.1.2. If G ∈ obs(A1(P)) \ O is a connected graph, then for every cut
vertex v ∈ V (G) there exists an H ∈ C(G, v) such that H \ v ̸∈ P , or equivalently
obs(P) ≤ H \ v.

Lemma 4.1.3. If G ∈ obs(A1(P)) \ O, then G cannot have more than 1 cutvertex.

Proof. Recall that, from Lemma 2.0.9, G is connected. Suppose then, towards a con
tradiction, that G has at least two cutvertices. Then, there exists a block B containing
two cutvertices u1, u2, which due to Lemma 3.1.1 is not a bridge. Let

D1 =
∪∪∪∪∪∪∪∪∪

{H ∈ C(G, u1) : u2 /∈ V (H)} and D2 =
∪∪∪∪∪∪∪∪∪

{H ∈ C(G, u2) : u1 /∈ V (H)},

We now prove a series of claims:

Claim 1: Both D1, D2 are isomorphic toK3.
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Proof of Claim 1: Suppose, to the contrary, that one of D1, D2, say D1, contains two
cycles, which is equivalent to obs(P) ≤ D1, sinceD1 is connected. LetH ∈ C(G, u1)

be the component that contains u2. We distinguish two cases:

Case 1: D1\u1 ∈ P . Then, byObservation 4.1.2, obs(P) ≤ H\u1 and therefore, since
V (D1) ∩ V (H \ u1) = ∅ and obs(P) ≤ D1, we have that O0 ≤ G, a contradiction.

Case 2: D1\u1 ̸∈ P , or equivalently obs(P) ≤ D1\u1. Observe that, sinceH contains
the cutvertex u2, there exist two blocksH1,H2 ofG inH such that V (H1)∩V (H2) =

{u2}. Then, since, by Lemma 3.1.1, each block ofG contains a cycle, we have that the
butterfly graph Z is a minor of H . Hence, {O0

2, O
0
3} ≤ G, a contradiction.

Therefore, both D1, D2 contain at most one cycle and, since both are nonempty,
Lemma 3.1.1(1) implies Claim 1.

Claim 2: Every cycle in B contains either u1 or u2.
Proof of Claim 2: Suppose, to the contrary, that there exists a cycleC containing neither
u1 nor u2. By Menger's Theorem there exist two internally vertex disjoint (u1, u2)
paths P1, P2. We distinguish the following cases:

Case 1: Both of P1, P2 intersect C.
Let z1, z2 be the vertices where P1, P2 meet C for the first time, respectively. Let,

also, w1, w2 be the vertices that P1, P2 meet C for the last time, respectively. Since
V (P1) ∩ V (P2) = {u1, u2} we have that {z1, w1} ∩ {z2, w2} = ∅. If z1 ̸= w1 or
z2 ̸= w2, say z1 ̸= w1, then by contracting the edges in the (w1, u2)subpath of P1

we form O1
1 as a minor of G, a contradiction (see left figure of Figure 4.1). Therefore,

we have that z1 = w1 and z2 = w2, i.e. both P1, P2 intersect C in exactly one vertex,
in which case we have again O1

1 as a minor of G, a contradiction (see right figure of
Figure 4.1).

u1 u2

z1

z2

w1

C

u1 u2

z1

z2

C

Figure 4.1: The paths P1 and P2 in Case 1 of Claim 2.

Case 2: Either P1 or P2 is disjoint to C.
Say, without loss of generality, that V (P1) ∩ V (C) = ∅. Applying Menger's the

orem for the vertex sets {u1, u2} and V (C) in B, we deduce the existence of two
vertices x, y ∈ V (C), an (x, u1)path Q1 in B, and a (y, u2)path Q2 in B such that
V (Q1)∩V (Q2) = ∅. Let z1, z2 be the vertices whereQ1, Q2 meet P1 for the first time,
respectively (starting from x and y, respectively). Then, by contracting every edge of
P1 except of one edge of the (z1, z2)subpath of P1, we form O1

9 as a minor of G, a
contradiction (see Figure 4.2). Claim 2 follows.
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u1 u2

x y
Q1 Q2C

z1 z2

Figure 4.2: The paths P1, Q1, Q2 in Case 2 of Claim 2.

We now return to the proof of the Lemma. Notice that, by Observation 4.1.1,
u1, u2 are the only cutvertices of G contained in B. Therefore, Claim 1 implies that
D1, B,D2 are the only blocks of G.

Let H1 ∈ C(G, u2) be the component where u1 ∈ H1 and H2 ∈ C(G, u1) be
the component where u2 ∈ H2. By Observation 4.1.2, we have that obs(P) ≤ H1 \
u2,H2 \ u1, or equivalentlyH1 \ u2,H2 \ u1 ̸∈ P . Therefore, sinceH1 \ u2,H2 \ u1

are connected, Claim 2 implies that there exist two cycles C1, C2 in B such that u1 ∈
V (C1) and u2 ∈ V (C2). If V (C1) ∩ V (C2) = ∅ then O0

2 ≤ G and if |V (C1) ∩
V (C2)| ≥ 2 thenO1

1 ≤ G, a contradiction in both cases. Hence, V (C1)∩V (C2) = {x}
for some x ∈ V (B). AsB is a block ofG, x is not a cutvertex ofB and so there exists
a (u1, u2)path P in B such that x ̸∈ V (P ).

u1 u2x u1 u2x
z1

z2

Figure 4.3: The cycles C1, C2 and the path P in the end of the proof of the Lemma.

If V (P )∩V (C1∪C2) = {u1, u2} thenO1
12 ≤ G, a contradiction (see the leftmost

figure of Figure 4.3). Therefore P intersects, without loss of generality, C1 at a vertex
different from u1. Let z1 ∈ V (C1) be the vertex that P meets C1 for the last time.
Also, let z2 ∈ V (C2) be the vertex that the (z1, u2)subpath of P meets C2 for the first
time. Then, the cycle C1, the (z1, z2)subpath of P , the (z2, u2)path in C2 that does
not contain x and the (x, u2)path of C2 that does not contain z2, along with D1, D2

form O1
1 as a minor of G, a contradiction (see the rightmost figure of Figure 4.3).

Lemma 4.1.4. LetG ∈ obs(A1(P))\O. IfG contains a cutvertex x, then C(G, x) =

{B,D} for some biconnected graph B and D ∼= K3.

Proof. First, suppose that G contains a cutvertex x and recall that, by Lemma 2.0.9,
G is connected. Now, by Lemma 4.1.3, we have that x is the only cutvertex of G and
therefore Observation 4.1.2 implies that there exists some blockB ∈ C(G, x) such that
obs(P) ≤ B \ x.

Let D =
∪∪∪∪∪∪∪∪∪
{H ∈ C(G, x) : H ̸= B}, that is G \ (B \ x). We will prove that

D ∼= K3. Suppose, towards a contradiction, thatD containsmore than one cycle. Then,
since D is connected, we have that obs(P) ≤ D and so the fact that D ∩ (B \ x) = ∅
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implies that O0 ≤ G, a contradiction. Therefore, D contains at most one cycle. But
since x is a cutvertex we have that D ̸= ∅ and hence, Lemma 3.1.1(1) implies that
D ∼= K3 which concludes the proof of the Lemma.

Lemma 4.1.5. If G ∈ obs(A1(P)) \ O thenK4 ̸≤ G or G is biconnected.

Proof. Suppose, towards a contradiction, that K4 ≤ G and G is not biconnected.
Then, since by Lemma 2.0.9, G is connected, there exists a cutvertex x of G and
so Lemma 4.1.4 implies that C(G, x) = {B,D}, where B is a biconnected graph and
D ∼= K3. Now, observe that K4 ≤ B and, following Corollary 3.2.2, consider an
rwheelsubdivision pair (H,K) of B.

We argue that the following holds:

Claim 1: x is a branch vertex ofK.
Proof of Claim 1: We first prove that x ∈ V (K). Suppose, towards a contradiction,
that x ̸∈ V (K). Notice that, since x ∈ V (B) and B is a biconnected, then there exist
two paths P1, P2 from x to some vertex ofK such that V (P1) ∩ V (P2) = {x}.

Let u1, u2 be the first time P1 and P2 meetK, respectively. Let P ′
1 be the (x, u1)

subpath of P1 and P ′
2 be the (x, u2)subpath of P2. Then, the (u1, u2)path P ′

1 ∪ P ′
2

intersectsK only in its endpoints and so Lemma 3.2.3 implies that there exists an edge
e ∈ E(H) such thatu1, u2 are both vertices of the subdivision of e inK (see Figure 4.4).

z1

z2

u1

u2x

P ′
1

P ′
2

Figure 4.4: The paths P ′
1, P

′
2 from x toK in the proof of Claim 1.

Let P be the path corresponding to the subdivision of e in K. Let, also, z1 be the
branch vertex of K incident to e that is closest to u1 in P and z2 be the other branch
vertex of K incident to e. Then, by contracting all the edges in the (u1, z1),(u2, z2)
subpaths of P we form O1

4 as a minor of G, a contradiction. Hence, x ∈ V (K).
But now, if x is not a branch vertex of K then O1

4 ≤ G, a contradiction. Claim 1
follows.

We now prove that H is isomorphic to K4. Suppose to the contrary, that H is
isomorphic to an rwheel for some r ≥ 4. By Claim 1, x is a branch vertex of K.
Then, x is the center of K, otherwise O1

4 ≤ G, a contradiction. Since B is a block
of G, by Lemma 3.2.6, we have that x is a Papex vertex of B and so the fact that
C(G, x) = {B,D}, where D ∼= K3, implies that x is also a Papex vertex of G, a
contradiction. Hence, r = 3, i.e. H is isomorphic toK4.

According to Claim 1, we have that x is a branch vertex of K. Let yi, i ∈ [3], be
the three other branch vertices ofK, as in Figure 4.5:
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y2

y1

y3

x

Figure 4.5: Illustration of the branch vertices ofK.

Claim 2: Every flap of (H,K) is xoriented.
Proof of Claim 2: We first prove that for every flap F of (H,K) there is a t ∈ V (K)

such that F is an (x, t)flap. For that, consider a flap F whose base does not contain x,
i.e., F is an (s, t)flap for some s, t ∈ V (K), where s, t ̸= x (the set {s, t} is the base
of F ). By Lemma 3.2.4(3), there exists an edge e ∈ E(H) such that s, t belong both
to the subdivision of e in K. Observe that if e = yiyj , then by Lemma 3.2.4(1),(2),
O1

5 ≤ G (see left figure of Figure 4.6), while if e = xyi and s, t are both different from
x, then, similarly,O1

1 ≤ G (see right figure of Figure 4.6), a contradiction in both cases.

y2

y1

y3

t

y2

y1

y3

x x

Figure 4.6: Left figure: An (s, t)flap in the subdivision of some yiyj edge of H (de
picted in blue) in the proof of Claim 2. Right figure: An (s, t)flap in the subdivision
of some xyi edge of H (depicted in red) in the proof of Claim 2.

Therefore, F is an (x, t)flap for some t ∈ V (K). Observe now that for every
t ∈ V (K), every (x, t)flap of (H,K) is xoriented. Indeed, for otherwise, if there
exists an (x, t)flapF , for some t ∈ V (K), that is notxoriented, then, by Lemma 3.2.5,
F is toriented. Hence, that there exists a cycle in F containing t but not x and so
O1

1 ≤ G, a contradiction. Claim 2 follows.

Therefore, since C(G, x) = {B,K3} and the fact that, by Claim 2, every flap of
(H,K) is xoriented, Lemma 3.2.1 implies that x is a Papex vertex of G and so G ∈
A1(P), a contradiction.

Lemma 4.1.6. If G ∈ obs(A1(P)) \ O thenK2,3 ̸≤ G or G is biconnected.

Proof. Suppose, towards a contradiction, that K2,3 ≤ G and G is not biconnected.
Then, since by Lemma 2.0.9, G is connected, there exists a cutvertex u of G and so
Lemma 4.1.4 implies that C(G, u) = {B, T}, whereB is a biconnected graph and T ∼=
K3. Note that since G contains a cutvertex, then by Lemma 4.1.5 it is K4free. Note
also that by Observation 3.3.1 we have that there exists a brich separator S = {x, y}
ofB and observe that S is also a brich separator ofG. SinceG ∈ obs(A1(P))\O, by
Lemma 3.3.2, every brich separator of G is nice and so Lemma 3.3.3 implies that S is

33



4.1. PROVING BICONNECTIVITY

the unique brich separator of G, and therefore it is also the unique brich separator of
B. We distinguish two cases, based on whether u belongs to S or not:
Case 1: The cutvertex u is neither of x, y.

Let H ∈ C(G,S) be the component where u ∈ V (H) and let Ĥ = H \ (T \ u).
Observe that B = G[V (G \H) ∪ V (Ĥ)] and that Ĥ ∈ C(B,S). Since B is a block,
every H ∈ C(B,S) is biconnected. Moreover, since S is the unique brich separator
of B, by Lemma 3.3.4, everyH ∈ C(B,S) is outerplanar. Thus, by Observation 2.0.1,
for every H ∈ C(B,S), we can consider the Hamiltonian cycle CH of H . Notice that
K4freeness of G implies that xy ∈ E(CH). Also, keep in mind that by Lemma 3.1.1,
for every H ′ ∈ C(G,S) \ {H}, G[V (H ′)] contains a cycle.

Observation 1: B does not contain (x, y)disjoint chords. Indeed, if H contains an
(x, y)disjoint chord, then obs(P) ≤ H\S (see leftmost and cental figure of Figure 4.7)
and so {O0

1, O
0
3} ≤ G, while if some H ′ ∈ C(B,S) \ {H} contains a (x, y)disjoint

chord, then O1
2 ≤ G (see rightmost figure of Figure 4.7), a contradiction.

Figure 4.7: The (x, y)disjoint chord in the proof of Observation 1

Claim 1: B \ (Ĥ \ S) does not contain both xchords and ychords.
Proof of Claim 1: Suppose, to the contrary, that there exist an xchord and a ychord in
B \ (Ĥ \ S), say ex and ey , respectively.

We first consider the case that there exists some H ′ ∈ C(B,S) \ {Ĥ} such that
ex, ey ∈ E(H ′). Due toK4freeness ofGwe have that ex, ey are not ``crossing'' i.e., if
ex = xx′ and ey = yy′, then the (x, y′)path in CH′ \ y contains x′. This implies that
O1

3 ≤ G, a contradiction (see the leftmost figure in Figure 4.8). In the case where ex
and ey are in different augmented connected components in C(G,S) \ {Ĥ}, we have
thatO1

10 ≤ G, a contradiction (see the rightmost figure in Figure 4.8). Claim 1 follows.

Figure 4.8: The chords ex, ey in the proof of Claim 1

We also observe the following:
Observation 2: If there is an xchord (resp. ychord) of CH′ , for someH ′ ∈ C(B,S)\
{Ĥ}, then every chord of CĤ is a ychord (resp. xchord). Indeed, suppose that there
exists an xchord of CH′ , for some H ′ ∈ C(B,S) \ {Ĥ}, and notice that if there exist
both xchords and a ychords in Ĥ , then O1

6 ≤ G, a contradiction (see Figure 4.9)
while, if all chords of CĤ are xchords, then due to Observation 1 and Claim 1, for
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every H ′ ∈ C(B,S) \ {Ĥ}, every chord of CH′ is an xchord, and thus x is a Papex
of G, a contradiction.

x

y

Ĥ

Figure 4.9: An xchord and a ychord of C in Observation 2 of Case 1.

Claim 2: Either CH′ is chordless for every H ′ ∈ C(B,S) \ {Ĥ}, or CĤ is chordless.
Proof of Claim 2: Suppose to the contrary that there exist an H ′ ∈ C(B,S) \ {Ĥ},
a chord e of CH′ , and a chord e′ of CĤ . If e is an xchord (resp. ychord), then by
Observation 2, e′ is a ychord (resp. xchord). Thus, O1

11 ≤ G, a contradiction (see
Figure 4.10). Claim 2 follows.

x

y

Ĥ e′
H ′

e

Figure 4.10: The chords e, e′ in the proof of Claim 2.

According to Claim 2, either every CH′ , H ′ ∈ C(B,S) \ {Ĥ} is chordless or CĤ

is chordless which, together with Observation 1 and Claim 1, implies that either y or x,
respectively, is a Papex of G, a contradiction.

Case 2: The cutvertex u is either x or y.
Assume, without loss of generality, that u = y. We first prove the following:

Claim 3: There exists a unique augmented connected component in C(B,S) that is not
isomorphic to a cycle.
Proof of Claim 3: First, notice that if each augmented connected component in C(B,S)

is isomorphic to a cycle, then G ∈ A1(P), a contradiction. Therefore, there exists an
augmented connected component in C(B,S) that is not isomorphic to a cycle. Suppose,
towards a contradiction, that C(B,S) contains two augmented connected components
not isomorphic to a cycle. We distinguish the following subcases:
Subcase 2.1: B contains an (x, y)disjoint chord.

Let e be an (x, y)disjoint chord in B. Then, Lemma 3.3.5 implies that e is the
unique (x, y)disjoint chord of B and B does not contain both xchords and ychords.
Let H ∈ C(B,S) be the component where e ∈ E(H).

Recall that there exists some H ′ ∈ C(B,S) \ {H} that is not isomorphic to a
cycle and therefore CH′ contains a chord e′. If e′ is an xchord, then O1

9 ≤ G (see

35



4.1. PROVING BICONNECTIVITY

Figure 4.11), a contradiction. If e′ is a ychord, then Lemma 3.3.5 implies that there
does not exist an xchord and therefore y is a Papex of G, a contradiction.

x

y

e e′

Figure 4.11: The chords e, e′ in the first part the proof of Subcase 2.1.

Subcase 2.2: B does not contain an (x, y)disjoint chord.

Then Lemma 3.3.5 implies that H contains at most one xchord or at most one y
chord. If there exists at most one xchord, then y is a Papex of G, a contradiction.
Therefore there exists at most one ychord.

Suppose that there exists a ychord, namely ey , and let H ∈ C(B,S) be the com
ponent where ey ∈ E(H). Recall, again, that there exists some H ′ ∈ C(B,S) \ {H}
that is not isomorphic to a cycle and therefore CH′ contains a chord e′. Since ey is the
only ychord in B, e′ is an xchord. Observe that, since y is not a Papex vertex of G,
there exists an xchord e′′ such that e′′ ̸= e′. If e′′ /∈ E(H), then {O0

2, O
0
3} ≤ G,while

if e′′ ∈ E(H), then O1
12 ≤ G (see Figure 4.12), a contradiction in both cases. Claim 3

follows.

x

y

ey

e′′

e′

Figure 4.12: The chords ey, e′, e′′ in the last part of the proof of Subcase 2.2.

We now proceed in order to conclude Case 2 of the Lemma. According to Claim
3, letH be the unique augmented connected component of B that is not isomorphic to
a cycle. Therefore, due to Lemma 3.1.1, every H ′ ∈ C(B,S) \ {H} is isomorphic to
K3.

We have thatH is outerplanar and due to Lemma 4.1.4,H is also biconnected. Let
C be the Hamiltonian cycle of H , which exists by Observation 2.0.1. Notice again
that, K4freeness of G implies we have that xy ∈ E(C). Therefore, the graph G is as
in Figure 4.13 below:
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x

y

H

Figure 4.13: Illustration of the structure of the graph G in Case 2.

Observe that every (x, y)disjoint chord, xchord, and ychord of B is a chord of
C.

Claim 4: There do not exist (x, y)disjoint chords in B.

Proof of Claim 4: Suppose, towards a contradiction, that there exists an (x, y)disjoint
chord in B, namely e.We observe the following:

Observation 3: There exists at most one (x, y)disjoint chord in B. Indeed, if the
contrary holds then {O0

1, O
0
3} ≤ G (see Figure 4.14), a contradiction.

x

y

H

x

y

H

Figure 4.14: The two (x, y)disjoint chords in Observation 1 of Case 2.

Observation 3 implies that e is the unique (x, y)disjoint chord in B. Now, if there
exists some xchord in B then {O1

7, O
1
11} ≤ G (see Figure 4.15), a contradiction.

Therefore, every edge e′ ∈ E(H) except for e that is a chord of C, is a ychord and
thus y is a Papex vertex of G, a contradiction. Claim 4 follows.

x

y

H e

x

y

H

e

Figure 4.15: A (x, y)disjoint chord e and an xchord in the proof of Claim 4 of Case
2.

We now conclude the proof of the Lemma. Since x is not an Papex vertex of G,

there exists some chord of C not incident to x, namely e. By Claim 4, e is a ychord.

Also, there exists at most one xchord of C, since otherwise we haveO1
11 ≤ G (see

Figure 4.16), a contradiction.
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x

y

H

Figure 4.16: A ychord and two xchords in the last part of the proof of Case 2.

Therefore, it holds that y is a Papex vertex of G, a contradiction. This completes
the proof of the Lemma.

Lemma 4.1.7. If G ∈ obs(A1(P)) \ O then G is biconnected.

Proof. Suppose, towards a contradiction, that G is not biconnected. Then, since by
Lemma 2.0.9,G is connected, there exists a cutvertex x ofG. Due to Lemma 4.1.4 we
have that C(G, x) = {B,D}, whereB is biconnected andD ∼= K3. Also, Lemma 4.1.5
and Lemma 4.1.6 imply that K4 ̸≤ G and K2,3 ̸≤ G and so G is an outerplanar
graph. Thus, B is also outerplanar. Following Observation 2.0.1, we can consider the
Hamiltonian cycle C of B. Therefore, the structure of G is as in Figure 4.17:

x

Figure 4.17: Illustration of the structure of the graph G in the proof of Lemma 4.1.7.

We make the following observation:
Observation: Every two chords not incident to x share a vertex. Indeed, suppose that
there exist two disjoint chords e1 = u1v1, e2 = u2v2 of C not incident to x. The
possible configurations of e1,e2, due to outerplanarity ofB, are depicted in Figure 4.18.
Thus, {O1

2, O
1
8} ≤ G, a contradiction.

x

u1

v1

u2

v2

e1 e2
x

u1

v1

u2

v2

e1
e2

Figure 4.18: The two chords of C disjoint to x, y in the proof of Observation 1.

We now continue with the proof of the Lemma. Since x is not a Papex vertex of
G there exist two chords e1, e2 not incident to x. By the above Observation, both e1, e2
share a vertex u. But then, since u is not a Papex vertex of G, there exists a chord e

not incident to u.
If e is not incident to x then Observation 1 implies that e shares a vertex with both

e1, e2, in which case, O1
3 ≤ G (see Figure 4.19), a contradiction.
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x
u

e1

e2
e

Figure 4.19: The case where e is not incident to x.

If now e is incident to x then, {O1
7, O

1
11, O

0
3} ≤ G (see Figure 4.20), a contradiction.

x

u

e

x

u

e

x

u

e

Figure 4.20: The possible configurations of the chords in the case where e is incident
to x.

4.2 Proving triconnectivity
The purpose of this subsection is to prove that all graphs in obs(A1(P))\O are tricon
nected (Lemma 4.2.3).

Lemma 4.2.1. If G ∈ obs(A1(P)) \ O thenK4 ̸≤ G or G is triconnected.

Proof. Suppose, to the contrary, that G is not triconnected and K4 ≤ G, which, by
Lemma 4.1.5, implies that G is biconnected. Let (H,K) be an rwheelsubdivision
pair of G. Since G is biconnected and G ̸∈ A1(P), Lemma 3.2.6 implies that H is
isomorphic to K4. We stress that, due to Lemma 3.2.4(2), for every flap F of (H,K),
G[V (F )] contains a cycle.
Observation: Every flap of (H,K) is an (x, u)flap where x is a branch vertex of K
and u is a vertex in the subdivision of an edge e = xy ∈ E(H) inK. Indeed, let F be
a (u, v)flap of (H,K). By Lemma 3.2.4(3), there exists an edge e ∈ E(H) such that
u, v belong both to the subdivision of e inK. If neither of u, v is a branch vertex ofK
then, since, by Lemma 3.2.4(2), G[V (F )] contains a cycle, we have that O2

9 ≤ G (see
Figure 4.21), a contradiction.

vu

Figure 4.21: An example of a (u, v)flap such that both u, v are subdividing vertices of
the corresponding path.
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Following the above Observation, we distinguish the following two cases, depend
ing on whether there exists an (x, u)flap of (H,K) such that x is a branch vertex of
K and u is a subdividing vertex in the subdivision of an e = xy ∈ E(H) in K or for
every flap its base is a subset of the branch vertices ofK:
Case 1: There exists an (x, u)flap F , where x is a branch vertex of K and u is a
subdividing vertex in the subdivision of an edge e = xy ∈ E(H) inK.

Let z1, z2 be the two other branch vertices ofK (as shown in Figure 4.22).

x

z1

z2

yu

Figure 4.22: The structure of G in Case 1.

Claim 1: All flaps of (H,K) are (x,w)flaps where w is a vertex in the subdivision of
an edge e′ ∈ {xy, xz1, xz2} inK.

Proof of Claim 1: Suppose, to the contrary, that Claim 1 does not hold. Following the
above Observation, we distinguish the following subcases:
Subcase 1.1: There exists a (y, v)flap F ′ where v is a subdividing vertex in the subdi
vision of e inK.Observe that F ̸= F ′. By Lemma 3.2.4, it holds that V (F )∩V (F ′) ⊆
{x, u}∩ {y, v}. Therefore, if u = v then V (F )∩V (F ′) = {u} and soO2

4 ≤ G, while
if u ̸= v then V (F ) ∩ V (F ′) = ∅ and so O1

1 ≤ G (see Figure 4.23), a contradiction in
both cases.

x

z1

z2

yu v

Figure 4.23: The configuration of the flaps of (H,K) in Subcase 1.1 of Claim 1.

Subcase 1.2: There exists a flap whose base is in the subdivision of the edges yz1 or
yz2. But, then O2

6 ≤ G (see Figure 4.24), a contradiction.

x
z1

z2

yu

Figure 4.24: A flap whose base is in the subdivision of some edge yzi, i ∈ [2] (depicted
in red) in Subcase 1.2 of Claim 1.
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Subcase 1.3: There exists a flap whose base is in the subdivision of the edge z1z2. But,
then O2

5 ≤ G (see Figure 4.25), a contradiction.

x
z1

z2

yu

Figure 4.25: A flap whose base is in the subdivision of z1z2 in Subcase 1.3 of Claim 1.

Subcase 1.4: There exists a (zi, v)flap such that v is a subdividing vertex in the sub
division of the edge zix, i ∈ [2]. But, then O1

2 ≤ G (see Figure 4.26), a contradiction.

x

z1

z2

yu

v

Figure 4.26: A flap whose base is in the subdivision of some edge zix, i ∈ [2] (depicted
in blue) in Subcase 1.4 of Claim 1.

Since we have exhausted all possible cases, Claim 1 follows.

Now, to conclude Case 1 we prove the following:

Claim 2: Every flap of (H,K) is xoriented.

Proof of Claim 2: Suppose, towards a contradiction, that there exists a flap F ′ that
is not xoriented. Then, by Claim 1, this is an (x,w)flap where w is some vertex
in the subdivision of an edge e′ ∈ {xy, xz1, xz2}. Since F ′ is not xoriented then
Lemma 3.2.5 implies that there exists a cycle C in F ′ that contains w but not x. If
e′ = xzi, for some i ∈ {1, 2}, then O1

2 ≤ G (see the left figure of Figure 4.27), a
contradiction. Thus, e′ = xy. Then, if w ̸= y we have that O1

4 ≤ G (see the central
figure of Figure 4.27), a contradiction. Therefore, w = y and so F ′ ̸= F , which, by
Lemma 3.2.4, implies that V (F ) ∩ V (F ′) = {x}. Therefore, by contracting F to a
cycle we get a cycle containing x but not y disjoint to C. Hence O1

1 ≤ G (see the right
figure of Figure 4.27), a contradiction. Claim 2 follows.
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x

z1

z2

ywux

z1

z2

y ux

z1

z2

y

Figure 4.27: The possible configurations of the non xoriented flap F ′ in the proof of
Claim 2.

Claim 2 implies that every cycle of every flap contains x. Hence, Lemma 3.2.1
implies that every cycle in G except for one contains x. Therefore, x is a Papex
vertex of G and so we arrive at a contradiction.

Case 2: Every flap is a (u, v)flap, where u, v are branch vertices ofK.

We argue that the following holds:

Claim 3: There is a branch vertex x of K such that the bases of all flaps of (H,K)

share x.

Proof of Claim 3: To prove Claim 3 we make the following observation:

Observation: For every two flaps of (H,K), there exists a branch vertex x of K such
that their bases share x. Indeed, suppose to the contrary, that there exist two flaps of
(H,K), an (x, y)flap and an (x′, y′)flap, such that xy, x′y′ are two nonincident edges
of H . But then, O2

5 ≤ G, a contradiction (see Figure 4.28).

x

x′

y′

y

Figure 4.28: The configuration of the flaps of G in the proof of Observation.

If F1, F2 are two different flaps of (H,K), then, by the above Observation, there
exist two branch vertices y, z ofK different from x such that F1 is an (x, y)flap and F2

is an (x, z)flap. Recall that a 2separator S ⊆ V (K) ofG defines at most one flap, and
hence we have that y ̸= z. Moreover, if there exists a flap F3 of (H,K) different than
F1, F2, then its base also contains x, since otherwise, the above Observation implies
that F3 is a (y, z)flap and therefore O2

8 ≤ G (see Figure 4.29), a contradiction. Claim
3 follows.
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x

z

y

Figure 4.29: The configuration of the flaps of G in the end of the proof of Claim 3.

According to Claim 3, there exists a branch vertex x ∈ V (K) such that every flap
of (H,K) is an (x, y)flap, where y is a branch vertex of K different from x. The
following claim will conclude Case 2 and thus the Lemma.

Claim 4: Every flap of (H,K) is xoriented.
Proof of Claim 4: Suppose, towards a contradiction, that there exists an (x, y)flap F

of (H,K) that is not xoriented. Then, Lemma 3.2.5 implies that F is yoriented and
so there exists a cycle in F that contains y but not x.

We will prove that F is the unique flap of (H,K). Indeed, if there exists a flap F ′

of (H,K) that is different than F , then it is an (x, y′)flap, where y′ is a branch vertex
ofK different from both x and y. As above, we have that y ̸= y′, since F ̸= F ′. Thus,
O1

5 ≤ G (see Figure 4.30), a contradiction.
Therefore, F is the only flap of (H,K) and since it is yoriented, Lemma 3.2.1

implies that y is a Papex vertex of G, a contradiction. Claim 4 follows.

x

y′

y

Figure 4.30: An example of the (x, y)flap and the (x, y′)flap in the proof of Claim 4.

Claim 4 and Lemma 3.2.1, taking account thatG is biconnected, imply that x is aP
apex vertex of G, a contradiction. This concludes Case 2 and hence Lemma 4.2.1.

Lemma 4.2.2. If G ∈ obs(A1(P)) \ O thenK2,3 ̸≤ G or G is triconnected.

Proof. Suppose, to the contrary, that G is not triconnected and K2,3 ≤ G, which, by
Lemma 4.1.6, implies that G is biconnected. Also, since G is not triconnected, by
Lemma 4.2.1, it isK4free.

Since G ∈ obs(A1(P)) \ O, by Lemma 3.3.2, every brich separator of G is nice.
Also, by Observation 3.3.1 we have that there exists a brich separator S = {x, y} of
G, that is unique due to Lemma 3.3.3. We argue that the following holds:

Claim 1: There exists a unique augmented component in C(G,S) not isomorphic to a
cycle.
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Proof of Claim 1: Observe that there exists an augmented connected component in
C(G,S) not isomorphic to a cycle, otherwise G ∈ A1(P). Suppose then, towards a
contradiction, that there exist two augmented connected components in C(G,S) that
are not isomorphic to a cycle. Since S is the unique brich separator of G, then by
Lemma 3.3.4, we have that everyH ∈ C(G,S) is outerplanar. Thus, by Lemma 3.3.5,
one of the following holds:

• There exists a unique (x, y)disjoint chord of G and there do not exist both x
chords and ychords in G. But then, if there do not exist xchords (or ychords)
of G, then y (or x, respectively) is a Papex of G, a contradiction.

• There do not exist (x, y)disjoint chords of G and there exists at most one x
chord or at most one ychord of G. But then, if there exists at most one xchord
(or ychord) of G, then y (or x, respectively) is a Papex of G, a contradiction.

Since we arrived at a contradiction in both cases Claim 1 follows.

According to Claim 1, let H be the unique augmented connected component in
C(G,S) that is not isomorphic to a cycle. Note that by Lemma 3.1.1 every H ′ ∈
C(G,S) \ {H} is isomorphic to K3. Also, since H is biconnected and outerplanar,
following Observation 2.0.1, we can consider the Hamiltonian cycle C of H . Notice
that, due toK4freeness of G, xy ∈ E(C).

Claim 2: Every chord of C is either an xchord or a ychord of G.
Proof of Claim 2: Suppose, towards a contradiction, that there exists some (x, y)
disjoint chord uv of G. Observe that there is a unique such chord, since otherwise
{O0

1, O
0
3} ≤ G.

Suppose, without loss of generality, that the (x, u)subpath of C \xy does not con
tain v  we denote this path by P1. Let P2 be the (y, v)path in C \ xy (as shown in
Figure 4.31).

x

y

H

u

v

P1

P2

Figure 4.31: The chord uv and paths P1, P2 as in the proof of Claim 1.

We argue that the following holds:
Subclaim: All chords of C, other than uv, are incident to the same vertex of the sepa
rator {x, y}.
Proof of Subclaim: Suppose, towards a contradiction, that there exists an xchord xx′

of G and a ychord yy′ of G. Then, due to outerplanarity of H , x′ and y′ are vertices
in V (P1) ∪ V (P2). If x′ ∈ V (P1) and y′ ∈ V (P2), then O2

3 ≤ G (see leftmost figure
of Figure 4.32) while if both x′ and y′ belong to the same Pi, i ∈ [2], then O2

10 ≤ G

(see rightmost figure of Figure 4.32). Subclaim follows. Then, it cannot be the case
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that x′ ∈ V (P1) and y′ ∈ V (P2), otherwise O2
3 ≤ G. On the other hand, it also cannot

be the case that both x′ and y′ belong to the same Pi, i ∈ [2] since that implies that
O2

10 ≤ G (see Figure 4.32). Subclaim follows.

x

y

H

u

v

P1

P2

x′

y′

x

y

H

u

v

P1

P2

x′y′

Figure 4.32: Possible configurations of chords xx′, yy′, as in the proof of Subclaim.

According to the Subclaim, all chords of C, other than uv, are incident to the same
vertex of the separator, say x  but then x is a Papex vertex of G, a contradiction.
Therefore, an (x, y)disjoint chord of G cannot exist and this concludes the proof of
Claim 2.

x

y

H

Figure 4.33: An example of H having at least two xchords and at least two ychords.

Now, since x is not an Papex there exist two chords of C not incident to x. By
Claim 2, these are ychords ofG. Symmetrically, there exist two xchords ofG. There
fore, we have that O2

13 ≤ G (as shown in Figure 4.33), a contradiction.

Lemma 4.2.3. If G ∈ obs(A1(P)) \ O then G is triconnected.

Proof. Suppose, to the contrary, that G is not triconnected. Then, by Lemma 4.1.7,
Lemma 4.2.1, and Lemma 4.2.2, G is biconnected and outerplanar and so, due to Ob
servation 2.0.1, it contains a Hamiltonian cycle, namely C.

Observe that G has at most 3 vertices of degree 2. Indeed, if there exist 4 vertices
v1, v2, v3, v4 ∈ V (G) of degree 2, then, by Lemma 3.1.1, they are simplicial, which
also implies that no pair of them is adjacent. Thus, by contracting all edges ofC, except
those that are incident to v1, v2, v3, v4, we can form O2

3 as a minor ofG (as depicted in
Figure 4.34), a contradiction.
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v2v4

v3

v1

Figure 4.34: An outerplanar graphG ∈ obs(A1(P)) \O having 4 vertices of degree 2.

On the other hand, by Proposition 2.0.2, G has at least two vertices of degree 2.
Thus, we distinguish the following two cases:

Case 1: G has exactly 2 vertices u, v of degree 2. Note that, by Lemma 3.1.1, u, v are
simplicial.

Observe that C \ u \ v is the union of two vertex disjoint paths P1, P2. Let u1, u2

be the neighbors of u in P1, P2, respectively and v1, v2 be the neighbors of v in P1, P2,

respectively. Therefore, the structure of the graph G is as follows:

u1

u

u2

v

v1

v2

P1

P2

Figure 4.35: The structure of the graph G in Case 1 of Lemma 4.2.3.

We prove the following claim concerning the chords of C.

Claim 1: Every chord of C is between a vertex of P1 and a vertex of P2.

Proof of Claim 1: Suppose, to the contrary, that there exists an edge connecting non
consecutive vertices of P1 or P2, say P1, and let e = xy be such an edge whose end
points have the smallest possible distance in P1.

Let P ′
1 be the subpath of P1 between x and y. Since e is a chord ofC, P ′

1 contains an
internal vertexw.Note then that, since u, v are the only vertices ofG of degree 2,w is of
degree greater than 2 and so there exists a neighbour ofw, say z, such thatwz ̸∈ E(P1).
Observe that K4freeness of G implies that z is a vertex of P ′

1 (see leftmost figure
in Figure 4.36). But then wz is an edge connecting nonconsecutive vertices of P1

whose endpoints have smaller distance (in P1) than that of x, y (see rightmost figure
in Figure 4.36), a contradiction to the minimality of P ′

1. This concludes the proof of
Claim 1.
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u1

u

u2

v

v1

v2

x w y z

P2

u1

u

u2

v

v1

v2

x w z y

P2

Figure 4.36: The chord wz in the proof of Claim 1.

We now make a series of observations:
Observation 1: Every internal vertex of P1 and P2 is incident to a chord. This follows
immediately from Lemma 3.1.1 and the fact that u, v are the only vertices of degree 2.
Observation 2: Every internal vertex of P1 is adjacent to u2 or v2. Respectively, every
internal vertex of P2 is adjacent to u1 or v1. Indeed, if there exists an internal vertex
x of P1 or P2, say P1, not incident to u2 or v2 then by Observation 1 and Claim 1 x is
adjacent to an internal vertex of P2 and hence O2

15 ≤ G (as shown in Figure 4.37), a
contradiction.

u1

u

u2

v

v1

v2

P1

P2

Figure 4.37: A chord connecting two internal vertices of P1, P2 in the proof of Obser
vation 2 of Case 1.

Observation 3: One of P1, P2 must be of length at most 1. Indeed, suppose to the
contrary, that both P1, P2 are of length at least 2. Then, both P1, P2 contain an internal
vertex, say x1, x2, respectively. Then, by Observation 1, they are both incident to some
chord of C. By Observation 2, x1 is adjacent to u2 or v2, say u2. Then, again by
Observation 2 andK4freeness ofG, x2 is adjacent to v1, as shown in Figure 4.38. But
then, O0

1 ≤ G, a contradiction.

u1

u

u2

v

v1

v2

P1

P2

Figure 4.38: An example of the graph G in the proof of Observation 3 of Case 1.

Observation 4: Either u1 or v1 is adjacent to every internal vertex of P2. Respec
tively, either u2 or v2 is adjacent to every internal vertex of P1. Indeed, if other
wise, then Observations 1 and 2 imply, without loss of generality, that there exist
x, y ∈ V (P1) \ {u1, v1} such that x, y are adjacent to u2, v2, respectively. Hence,
O2

13 ≤ G (see Figure 4.39).
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u1

u

u2

v

v1

v2

x yP1

P2

Figure 4.39: Two chords xu2, yv2 where x, y are internal vertices of P1 in Observation
4 of Case 1.

Now, by Observation 3, we may assume that P2 is of length j ≤ 1. Then, by Ob
servation 4, u2 or v2, say u2, is adjacent to every internal vertex of P1. This implies
that every chord of C, except for v1v2 (if v2 ̸= u2), is incident to u2 and hence u2 is a
Papex vertex of G, a contradiction. This concludes Case 1.

Case 2: G has exactly 3 vertices u, v, w of degree 2. Note that, by Lemma 3.1.1, u, v, w
are simplicial.

Note that if all three vertices have pairwise disjoint closed neighbourhoods, then
O2

14 ≤ G, which is a contradiction. Therefore, at least two of them, say u and v, have
nondisjoint neighbourhoods. We argue that the following holds:

Claim 2: NG(u) ∩NG(v) = {x} for some x ∈ V (G).

Proof of Claim 2: Since u, v have nondisjoint neighbourhoods, then either NG(u) ∩
NG(v) = e for some edge e ∈ E(G) or NG(u) ∩ NG(v) = {x} for some vertex
x ∈ V (G).

Suppose thatNG(u)∩NG(v) = {a, b} for some edge e = ab ∈ E(G) and consider
any two internally vertex disjoint paths (which exist due to biconnectivity ofG) fromw

to, say, v. Observe that one of the paths contains a and the other contains b. Therefore,
K2,3 ≤ G, with {a, b} forming one part of the K2,3 minor and {u, v, w} forming the
other, a contradiction. Claim 2 follows.

By Claim 2, C \ {u, v, w, x} is the union of two vertex disjoint paths R1, R2. We
can assume that u has a neighbor u1 in R1, v has a neighbor v2 in R2, and NG(w) =

{w1, w2}, where w1 ∈ R1 and w2 ∈ R2. By arguments identical to the proof of Claim
1 in Case 1, we have that every chord ofC is between a vertex inR1∪{x} and a vertex
in R2 ∪ {x}. Therefore, the structure of the graph G is as follows (Figure 4.40):

u1
u

x

v
v2

w

w1

w2

R1

R2

Figure 4.40: The structure of the graph G in Case 2 of Lemma 4.2.3.

We now observe the following about the paths R1, R2:
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u1
u

x

v
v2

w

w1

w2

R1

R2

u1
u

x

v
v2

w

w1

w2

R1

R2

Figure 4.41: The two configurations of the chord not incident to x in the proof of Ob
servation 5 of Case 2.

Observation 5: One ofR1, R2 is of length 0. Indeed, suppose, towards a contradiction,
that both R1, R2 are of length at least 1. Then, since x is not a Papex vertex of G,
there exists a chord e between a vertex in R1 and a vertex in R2 such that e ̸= w1w2.

Then, if e is incident to w1w2 we have that O2
12 ≤ G, while if e is disjoint from w1w2

we have that O2
7 ≤ G, a contradiction in both cases (see Figure 4.41).

v

x w2 w

w1u1

u

R1 zy

Figure 4.42: An example of the graph G in the last part of the proof of Lemma 4.2.3.

By Observation 5, we can assume that R2 is of length 0, i.e. v2 = w2. Then,
every chord of C, except for xw2, is between a vertex of R1 and a vertex in {x,w2}.
Then, since x and w2 are not Papex vertices of G there exist y, z (possibly with y =

z) internal vertices of R1 incident to x and w2, respectively. Hence, O2
13 ≤ G (see

Figure 4.42), a contradiction. The proof of Lemma 4.2.3 is complete.

We are now in position to prove Theorem 1.0.1.

Proof of Theorem 1.0.1. As we mentioned in the end of Chapter 1,
obs(A1(P)) ⊇ O and what remains is to prove that O ⊇ obs(A1(P)) or alternative
that obs(A1(P)) \ O = ∅. For this assume, towards a contradiction, that there exists a
graphG ∈ obs(A1(P))\O. From Lemma 4.2.3,G should be triconnected. Therefore,
from Lemma 2.0.8, eitherO3 ≤ G, a contradiction, orG is isomorphic toWr, for some
r ≥ 3, again a contradiction, asWr ∈ A1(P) for all r ≥ 3.
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CHAPTER5
CONCLUSION

In this thesis, we studied the structure of the obstructions for the class of apex pseudo
forests and we achieved to identify the 33 obstructions of this class. We accomplished
our goal essentially by partitioning the obstruction set of A1(P) with respect to con
nectivity.

The identification of this obstruction set played a crucial role in finding the
obstruction set of a related minorclosed graph class, namely the apex subunicyclic
graphs [44]. The class of subunicyclic graphs, which we denote by S, is defined as
the class of all graphs that contain at most one cycle. The essential ingredient that
enabled us to use our result into finding the obstruction set of A1(S) is the notion of
nearlybiconnected graphs and the observation that a nearlybiconnected obstruction
for A1(S) is also an obstruction for A1(P).

A possible extension of this thesis is to find the obstruction set of the class Ak(P)

for k > 1 or an "algorithm" to generate them. As this seems very farreaching, we
could instead bound the size of the obstructions of Ak(P), k > 1. In this direction I.
Sau, G. Stamoulis, D. Thilikos [45] proved that for every minorclosed graph class G,

an obstruction ofAk(G) has size at most 22
22

poly(k)

, while in a follow up paper [46] they
provided an algorithm that, given a graphG on n vertices runs in 2poly(k) · n3time and
certificates whether G is in Ak(G), where poly is a polynomial function whose degree
depends on the size of the minorobstructions of G.

Another potential extension of the work presented here would be to examine the
growth of the cardinality of obs(Ak(P)) as k increases. A possible route towards this
is to structurally characterise a certain subclass of obs(Ak(P)) and then enumerate it
by means of Analytic Combinatorics. For instance, in [44] it was given a lower bound
for the cardinality of obs(Ak(S)), by characterising and enumerating the cactisubclass
of obs(Ak(S)).
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