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ABSTRACT

Inspection games are an area of application of Game Theory. An inspection game is a
mathematical model of a situation where an inspector verifies if one other party, called
violator, adheres to certain legal rules. Typically, the inspector's resources are lim-
ited so that verification can only be partial. A game-theoretic model may contribute
in designing an optimal inspection scheme. In this scheme, we assume that an illegal
action represents a strategic choice of the violator and an inspection represents a strate-
gic choice of the inspector. Thus, one may define a game-theoretic problem, played in
stages, with two players, the inspector and the violator.

The inspection game was first studied by Melvin Dresher and Michael Mashler in
the 1960s. Several variants of inspection games have been studied since then. Be-
sides the fundamental work of M. Dresher (1962) and M. Mashler (1966), we make
a short presentation of relevant works of Bernhard von Stengel (2016), Minoru Sak-
aguchi (1977 and 1994) and Thomas Ferguson-Costis Melolidakis (1998).

The main object of the present thesis is to study the model introduced by Ferguson
and Melolidakis (1998) and an open problem mentioned there. We came up with some
interesting results in relation to the behavior of the players and, as a consequence, to
the value of the game.






YXYNOYH

To maiyvia emBedpnong amotehodv éva tedio epappoymv g Oswpiog [Horyviov. To

malyvio emBempnong eivar 1 LOONUOTIKY LOVTEAOTTOINGT TNG KOTAGTOONG GTNV 07Ol

évag embepnmc eEokpifdvel av Evo avtimolo péAog, 0 Tapafdtng, VITOKOVEL GE GLYKE-
KPEVOLS VOLLLOLG Kavoves. O1mopot Tov emfempnth eival TEPLOPIGUEVOL, ETOUEVAG,

n e&oakpifwon pumopel va yivel povo pepikas. ‘Evo maryviofempnticd poviédo pmopei

va oupPdrel 6To oyedGHO EVOC BEATIOTOL GYNILATOG EMBEDPNONG. ZE ALTO TO CYNLLA

vroBétovpe OTL po wapdvoun dpdoT Kot pia ETEDPNOT AVTITPOCOTELOVY CTPAT YL

K€G emAoYEC Tov TTopafaTn Kol Tov emBempnTn, avtiototya. Kotd avtdv tov 1pomo,

Uopov-pe va opicovpe évo marytofempntid tpofania to omoio maileTol € 0TS

pe 300 TAIKTEG, TOV eMBemPNTH KoL TOV TapafdT).

To maiyvio emBedpnong peretinke npdt @opd amd tovg Melvin Dresher xo
Michael Mashler 1 dexaetio Tov 1960. And toHTE, d10POPEG TAPOAAAYES TOLYViRV
emBedpnong &govv yivel avtikeipevo pedéme. Extdc amd Tig Oeperddeig epyooieg
v M. Dresher (1962) kot M. Mashler (1966), topovcialovje GUVOTTIKG TIG OYETIKES
gpyaoiec Twv Bernhard von Stengel (2016), Minoru Sakaguchi (1977 kot 1994) kot
Thomas Ferguson-Kwotc Mnioiddkng (1998).

To K0p1o avTiKeipevo ™G TAPOLSOS EPYACING Eival 1 HEAETN TOV LOVTEAOL TTOL
napovcioocav ot Ferguson-Mniohddakng (1998) kot Tov avoiktod mpofAnpatog mov
avaQEPONKE GTN CLYKEKPLUEVT epyocio. AT TN HEAETN avTh, KATAANEUUE GE KATTO
EVOLUPEPOVTO OTOTELECILOTO GE GYECT LLE TH CUUTEPLPOPE TOV TOIKTAOV KOIL, KATE GUVE-
TELO, TNV T TOV Ty VIS0V,






EYXAPIXTIEX

Katapyds 8o n0eha va guyaptomoom omd Kapdldg Tov dGokaAd pov kot eniAénovia
G SWIAMUOTIKNG Hov, Tov Kadnynt Koot MnioMddxn. Tlpmta kot kopia yio v
EVKOIPI0 TOV OV E6MGE QMO T TPOTTUYIOKE LoV ¥povia vo EpB® o€ emapn pe T
Ocopia [Haryviov péom tov LabnUatoy Tov 0AAL Kol TG TPOCOTIKNG UG GUVEPYUCIOG.
AKOUO TEPIGGOTEPO, TO TEAEVTAIO SLACTNUO OTNV EKTOVNOT TNG SUTAMUOTIKAG OV
gpyaciog. H Ponfeid tov, ot “mdptec” mov Hov Gvolye ot S1dpopa. LOVOTATIO TNG
Ocopiog Moryviov aAld kot n ovolaoTikh Tov othpen kot fondela otV Tpocndbeid
LLOV, OTOTEAEGOV KOTOAVTIKOVG TOPAYOVTES OTIV VTOPEN TG TOPOVONS EPYOCINGC.

®a MOl emiong vo eVYUPIETNOW Ta PEAT TNG TPLUEAOVG EEETAOTIKNG EMITPOTNG
NG SUMAMUOTIKNG LoV gpyaciag, Tovg kabnyntég AtdoctoAo Mrovpvéta kot Bayyéin
MopKdakn yio T GUUPETOYN TOVG, TN PBoNBed TOVG KAl TNV €V YEVEL GLVEPYAGIO LLOG.
[Swaitepa, Ba Bera va avaeepbd otov kabnynt Andéctodo Mrovpvéta. Extog and
HEAOG NG emTpOomnG, €ival Ko 0 devTEPOG KaBMNYNTAG Hov OAL aLTd T YPOVIK. OTO
Moafnpotikd, poli pe tov kbplo Mnioldaxn, o omoiog pe v apépiotn Ponbeld tov,
e T1G cLUPOVAEG TOV Kot e T ddacKoAio TOV d1koh Tov MafnHoTIKOD AVTIKEWEVOD,
ouvéPoale kabopiloTikd oo fripatd pov.

SUVOMKE, VIOB® TV avAayKn Vo E0XUPIGTNOM OXO TO EKTALOEVLTIKO TPOCOTLKO TOV
TuAratog Mobnuotikdv Kot tov dudpopatikod [poypdppoatog MeTamtuylokdy Znovdmv
“A.AMA.” 0AAG Kot TOVG GUUPOLTNTEG LLOV OO 0L TE TOL X POVIA Y10 OGO LoV TPOGPEPAY
GTNV TEPUYNOT| GTOV TAVELOPPO KoL TAPAEEVO KOGHO TV Mabnpatikdv.

2TV OAOKAPOGN TG TaPOVONG epyaciog Emai&ay KabBoptoTikd poro Tpelg eilot
Kot YU 0LTO TOVG EVYOPLOTH Kot LEG® ALTOY TOL Keévoy: H Baocwiiva Mmioumikn
Kt 0 Zréhog Ntaféog pe v kpiotun cuptBoAr Toug ot yvoptpio Lov e TIC YAMOGCES
TPOYPOUUATIGHOD Kot TNV a&lomoinor] Tovg. Kot o Mavhog Puppdkng pe v adeheikn
TOL £YVOola Kot TopOTPUVGET OAO 0TO TO J1AGTN A SOVAELAS.

OePOVTOG TNV OAOKANPOGT CLTHG TNG EPYOCING (G TO OMOKPVGTAAAMUA OANG TNG
péxpL Tdpa pabnpatikng pov Cong, EEpm e oryouptd 6Tt TOAAA Tpdypata dev Ba fTav
1060 Opopea YWPIg TOVg avBpdmOVg e TOVg omoiovg £xm {Roet dAa awtd Ta Xpovia
péoa kot (€ and Tig aibovoeg Tov Mabnpatikod: Tnv AAe&ia, Tov AploToTtéAn, v
Baothiva, v Eppavovédla, tov @mpd kot tov avayiot.

Ta Mabnpotikd gival mavépopea yioti givat onpodpynpa tov AvBpdnov mov e&e-
Mocetal kar tpoywpaet. [ati eivar koppdti g I'vdong, avtod Tov tepdotiov Oncavpod.
To oevtovkt avtob Tov Bncavpod pov o dvolEav TPdToL amd GAOLG ot Yoveig pov. Kot
Ba Tovg EVYVOUOVD Y1 OVTO.
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CHAPTER 1

INTRODUCTION

The inspection game was originally proposed by M. Dresher (1962), and was futher
elaborated by M. Mashler (1966) in more general terms in the context of checking
possible treaty violations in arms control agreements.

The basic game presented by M. Dresher (1962) (using our notation and inserting
the amount ¢) is played in n stages. Player I, the inspector, must allocate & inspections
in n periods, i.e. choose the stages in which he will perform an inspection. Player II, the
violator, may choose one of the stages to attempt performing an illegal act. If Player I is
inspecting at the same stage when Player II acts, then Player I wins 1 unit and the game
ends. If Player II acts when Player I is not inspecting, then the payoff is zero. If Player
II decides not to act at any of the n stages, then Player I wins an amount ¢ between
these two values, 0 < ¢ < 1. The game is a zero-sum game. We assume that Player 11
knows k, and learns of every inspection before the next stage. By denoting this game
as['(n, k), with0 < k <mn, n > 1, we have the following recursive structure

act wait
T(n, k) = inspect 1 T(n—-1,k-1) (1.1)
' don't inspect \ 0 I'(n—1,k) ’

for 0 < k < n, and with boundary conditions
I(n,0)=(0) and I(n,n)=(q) (1.2)

The problem is to find the value, V,(n, k), and the optimal strategies of the game
[(n,k).

The area of variations of the inspection game is vast. We can find several types of
inspection games in relation to their payoff function, rules, number of players, number
of allowed violations etc. For example, there are zero-sum games and non-constant-sum
games. There are games with only 1 allowed violation and games where the violator can
act more than once; games with full information and games without. Some inspection
games can also be considered as Games with Finite Resources as in D. Gale (1957) and
Th. Ferguson - C. Melolidakis (2000).



In Chapter 2, we consider 2-person games in which the probability of detection is
1 when an inspection and an illegal act take place simultaneously. We arrange them
in two categories according to their ending rule and we present some models of such
games:
* Games which end after the first violation is detected
* Games which may continue after the first violation is detected

Chapter 3 contains the main object of our survey. We present the Th. Ferguson -
C. Melolidakis (1998) contribution and the open problem of finding a non-recursive
solution for the model they present. Afterwards, based on numerical simulations, we
present some conjectures concerning the value and the optimal strategies of this model,
along with the methodology followed that brought these results.

In the Appendix, we cite the code (written in Python) used to build the program that
ran instances of the Th. Ferguson - C. Melolidakis (1998) model.



CHAPTER 2

SOME INSPECTION GAMES

Some very interesting results for 2-person inspection games are produced by Michael
Mashler (1966), Bernhard von Stengel (2016) and Minoru Sakaguchi (1977,1994).

Mashler applied the idea of inspector’s leadership to sequential inspections in a
non-zero-sum game. It states that the inspector may commit himself to his inspection
strategy in advance, and thereby gain an advantage compared to the situation where
both players choose their actions simultaneously. It is of interest for future work to
apply the inspector’s leadership to our model (see Chapter 3) changing the payoffs
to a non-zero-sum game.

2.1 Games which end after the first violation is detected

2.1.1 Mashler model

Michael Mashler (1966) introduces an inspection game I'(n, k) on n stages as follows:
* non-constant-sum game.
* the inspector is permitted to commit & inspections, 0 < k < n.
* the violator can attempt 1 illegal act at most.

* the violator learns whether an inspection has occurred on the event 7 after the
event ¢ and prior to the event ¢ + 1.

+ the inspector has the option to announce and commit himself to a specific mixed
strategy, before playing the game (inspector’s leadership).

+ about payoffs:
- If the violator violates on the event ¢ and the inspector inspects, then the payoff
is 0 to the violator and 1 to the inspector.
- If the violator violates on the event ¢ and the inspector does not inspect, then
the payoffis 1 to the violator and O to the inspector.
- If the violator does not act at any stage of the game, the payoffs are « for the

3



2.1. GAMES WHICH END AFTER THE FIRST VIOLATION IS DETECTED

inspector and and g for the violator, « > 1,0 < 8 < 1.0 Thus, vy=1-p
measures how important it is to the violator to conduct a secret violation.

* Notation: denote v, and w, j the payoff for Player I and Player II, respec-
tively. Denote h(r) the history of 7 events, i.e.
h(r) = {i | Player I inspects on stage i} C {1,...,r}. Accordingly, if history
h(r) has taken place, denote g, i+ [h(r)] and l,,« i~ [h(r)] the probability of in-
specting and violating, respectively, on (r + 1)-stage with n* stages and k* in-
spections remaining.

According to the assumptions above, the payoff matrix is:

violate don't violate
T(n, k) = inspect (1,0) F'(n—1,k—1) @.1)
’ don't inspect \ (0,1) I(n—1,k)
with boudary conditions
Un,0 = 0, Unn = &, Wn,0 = 1, Wn,n = 1—x (2.2)

Mashler proved that Player I should announce his mixed strategy, i.e.
inspector's leadership leads to a better payoff for the inspector. As a result, both
players will choose strategies for the zero-sum game based on the payoff to Player II.
Mashler proved the followings in relation to the values and the optimalB strategies of
D(n,k):

Theorem 2.1. The expected payoffs v,, . and w,, j, for the inspector and the violator,
respectively, obtained by using optimal strategies in the game I'(n, k),0 < k < n are

aP,_1-1(7)
Vpp = ——— 2 2.3
k Pn,k(’Y) ( )
Pn—l k(’Y)
Wy = — i (2.4
) )
where
Pn,O(’V) =1, Pn,n('y) =1 (2.5)

k o N
Pox(y) =) (n Z. 1“)# 2.6)

=0

! The assumption o > 1 means that the inspector would prefer that no violation takes place than a situation
in which a violation occurs and it is inspected. By 5 < 1 we mean that the violator prefers to act illegaly,
instead of avoiding acting if he is sure that his violation will not be inspected. An inspection has a deterrent
power, however, and the violator would change his preference if he were sure that an inspection would follow
a violation. This accounts for 3 > 0.

2Notice that since this is a leader-follower game, we may speak of "optimal strategies" instead of just
"equilibrium strategies".



CHAPTER 2. SOME INSPECTION GAMES

Theorem 2.2. There is a unique pair of behavioral optimal strategies gy« = [h(r)] and
In= 1= [h(r)] to the game T'(n, k), of the type described by R.1. Namely,

1—wye e IfO<E*<n
Gn 1 [0(7)] {1 . @7
1 ifk*=0
) = 2.8
s [(T)] {0 0 <k <n (2.8)

Observation. Theorems R.1 and P2 lead to the solution of the Dresher game presented
in equations [[_] and [[ .3 in the following way: If we remove the restriction o > 1 and
require o+ 8 = 1, then the equations Rl and 0.3 describe a constant-sum game (pay-
offs add to 1). Hence, finding the minimax strategies for the matrix game of Player's 11
payoffs (which according to Mashler's Theorem are optimal in his game and are pro-
vided in Theorems 21| and B.J) is equivalent to solving the matrix game of Player's I
payoffs. But that game is the Dresher game of equations [[_1 and [[.3 and hence Mash-
ler's theorems solve that game also.

Denoting by V,(n, k) the value of this game, equation R.3 gives

(" )d"
q
Vq(n,k)—q<1— R ) 2.9)
> =0 ( kj lﬂ)q]
The optimal mixed strategy for Player I is (I/q(n, k), 1 —V,(n, k)) and for Player II
. Va(n, k)
1- h =1
is (1 — Q, Q) where Q Von =LK

As we will see later, M. Sakaguchi (1977,1994) and Th. Ferguson - C. Melolidakis
(1998) used this form to study their model of inspection game.

2.1.2 von Stengel's work

B. von Stengel (2016) works on an inspection game with multiple violations where ev-
ery violation may have a different reward or penalty for the inspector and the violator.
In his notation, we have:

- n stages

- k inspections, 0 < k < n

- [ intended® violations, 0 <1 <n

- a penalty parameter b

- reward parameters 7y, ...,r1, r; > 0, where 7; is the reward for violating while the
remaining violations are i.

- denote v(n, k, 1) and w(n, k, 1) the payoffs for the inspector and the violator, respec-
tively.

Von Stengel introduces three variants of this game:

3The violator may not act at any stage or may attempt less than  violations
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2.1. GAMES WHICH END AFTER THE FIRST VIOLATION IS DETECTED

1. zero-sum game

2. non-zero-sum game where both the inspector and the violator receive negative
payoff when a violation is caught

3. non-zero-sum game with inspector’s leadership

¢ ZC€ro-sum case

Considering the zero-sum model, we have the following game

legal action violation
T(n, k,1) = inspection (T'(n— 1,k —1,1) b
o no inspection I'(n—1,k1) I'(n—1,k1—1)—m
(2.10)
with boundary conditions
min{l,n}
v(n,n,l) =0, v(n,0,l)=— Z Tl41—q (2.11)
i=1
and b > —1.
Then, the value of I'(n, k, 1) is
—t(n, k,1)
k)= ——"—-— k,l 2.12
v(n, k,1) S k) n>k1>0 (2.12)
where
" /n ! n—1
k) = b*~* and t(n,k,1) = i 2.13
S(n7 ) ;(Z) an (Tl, P ) ;Tl-‘rl Z( k > ( )

The optimal behavioral strategies are (p, 1 — p) for the inspector and (¢, 1 — q)
for the violator, where

s(n—1,k—1)

S k) and (2.14)

p:

v(n—1,k1)—v(n—1,k—1,1)
vin—1k0)—vin—1Lk=10+bxr—vin—1kI—-1)+mn

q:

Another interesting result for the zero-sum case is the following:

Let I'(n, k, 1) be the zero-sum game without full information where the inspec-
tor is not informed about the action of the violator after a time period without
inspection. In I'(n, k, 1), the inspector's strategy is independent of I (number of
available violations). Hence, both the equilibrium payoff and the strategies of
the T'(n, k,1) are valid in I'(n, k, 1) also.

6



CHAPTER 2. SOME INSPECTION GAMES

¢ Nnon-zero-sum case

In the non-zero-sum case, von Stengel uses a penalty parameter a € (0,1) to
model the cost that a caught violation has on the inspector. As in Mashler (1966),
the inspector prefers that the violator does not act illegally instead of catching
him. Von Stengel's non-zero-sum inspection game is given by

I(n, k1) =
legal action violation
inspection (v(n —1,k—1,0),w(n — 1,k — 1,1)) (—a-r, =b-m)
no inspection ( (v(in —1,k,1),w(n — 1,k,1)) (v(nfl,kr,l71)7r,,w(n71,k,l71)+m)>
(2.15)
with boundary conditions
min{l,n}
v(n,n,l) =w(n,n,l) =0, —v(n,0,])=w(n,0,1)= Z Ti41—i
i=1
(2.16)

and 0 < a < 1, b > 0. The payoffs under optimal strategies for the inspector
and the violator are given by

v(n, k,1) = M

_ t(n, k1)
S ) and w(n, k1) =

where

k
$(n k) =Y (7)(—(1)“ and t(n,k,1), s(n,k) areasinZI3 (2.18)

- (2
=0

Optimal strategies are the same as with the zero-sum game (equations R.14).

Note that if we allow more general conditions ¢ < 1 and b > —1, the zero-sum
I'(n, k,1) is a special case of I'(n, k,[) when a = —b.

As in zero-sum, f’(n, k,1) without full information has the same equilibrium
payoffs and strategies as I'(n, k, 1).

« ['(n, k,1) with inspector’s leadership
As in the case of Mashler, von Stengel shows that the inspector’s leadership
in I'(n, k, 1) leads to a better payoff (u(n, k,)) for the inspector.
In particular,

—t(n, k1)

u(n, k,l) = S0 )

where t(n,k,l), s(n,k) areasin2ZI3  (2.19)

As for the optimal strategies, Player I plays the optimal strategy of the simulta-
neous game I'(n, k,1), (p, 1 — p) (as in R.14)). Player II acts legally while k& > 0
and violates in every remaining stage if k = 0.

7



2.2. GAMES WHICH MAY CONTINUE AFTER THE FIRST VIOLATION IS
DETECTED

2.2 Games which may continue after the first violation
is detected

Sakaguchi (1977,1994) considered a generalisation of Dresher's model (see Chapter
1). He studied a zero-sum inspection game in which Player II may act [ times and the
game stops after n periods. Sakaguchi's generalization of Dresher's problem may be
described by having Player II pay an amount ¢ € [0, 1] for each non-action among the
l. For example, we may think of Player II as having [ loads of toxic waste that he may
either despose legally of (cost ¢ per load) or attempt to drop to a river. Denoting this
game by I'(n, k, 1), we have

act wait
T(n k)=  imspeet  (I4T(n—1,k—1,01-1) T(n—1k—-11)
R, don't inspect I'(n—1,k1-1) (n—1,k,1)

(2.20)
for 1 < k,1 < n — 1. The boundary conditions are:

I'(n,0,1) = (0) for 0 <1< n,

I'(n,k,0) = (0) for 0 <k <mn,
I(n,n,0)=(-q) for 0<I<n,
T'(n,k,n)=(?) for 0<k<n—1. 2.21)

Sakaguchi (1977,1994) solved this problem for both ¢ = 1 and ¢ = % . In the case
where ¢ = 1, the question mark in is naturally replaced by k. In the case where
q= %, Sakaguchi studies the solution of the game according to the implied boundary
condition

T(n, k,n) = (n Vi(n, k)) for 1<k<n—1 (2.22)
where Vi (n, k) is as in 9.

Sakaguchi finds that the value of this game is [ times the value when [ = 1, for both
cases where ¢ = 1 and ¢ = %, the latter under the conjecture that all the games have
completely mixed optimal behavioral strategies (both players give positive weight to
both actions). i.e., he states that for ¢ € {3,1} and question mark in given by
n-Vy(n, k), the value of I'(n, k, 1) is

Th. Ferguson - C. Melolidakis (1998) have proven (see the following chapter)
that Sakaguchi's conjecture about the games I'(n, k, ) being completely mixed is true.
Moreover, they have proven that holds for an arbitrary ¢ € [0, 1] when the bound-

ary condition I'(n, k,n) = (n - Vy(n, k)) is used.

41t can be easily seen that n.- V4 (n, k) = k. Also, Sakaguchi doesn't make clear what boundary condition
he is using.
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Th. Ferguson and C. Melolidakis (1998) clarified Sakaguchi's model and proved his
result for an arbitrary ¢ € [0,1]. Furthermore, they suggested a more natural way
of specifying the values of T'(n, k,n) by a 2x2 matrix game. This approach leads to
the open problem of finding a non-recursive solution for I'(n, k, [) under this natural
boundary condition.

In section 3.1 we present Ferguson-Melolidakis (1998) results. In section 3.2 we
describe our simulation approach. In sections 3.3 and 3.4 we present the conclusions
we draw while studying this open problem.

3.1 Model

The following scenario interprets the Ferguson-Melolidakis model: Player II (violator)
has [ truckloads of toxic waste to dispose of. There is no cost for dumbing a truckload
of toxic waste in the river unless he gets caught by the inspector. In this case he loses
+1 every time he is caught. Instead Player II may dispose of any truckload in a legal
way at a cost of ¢ € (0, 1) per truckload. However, after n days, the inspector will
inspect Player II homebase and force him to dispose legally of any waste found. In the
meantime, Player II may try to dumb one truckload in the river every day. However,
the inspector only has stuff enough to watch him on & of those days.

Denoting this game by I'(n, k, [), we have the matrix game:

act wait
T(n,k,1) =  inspect 40— Lk—1L1=1) T(n-LEk=1L0OY)
) K, don't inspect L(n—1,k1-1) T(n—1,k1) .

for 1 < k,l < n — 1. The boundary conditions are:
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I'(n,0,1) = (0) for 0 <[ <mn,
I'(n,k,0) = (0) for 0 <k <mn,
I(n,n,0)=(-q) for 0<I<n,

(n,k,n)
act wait
inspect 14T(n—1,k—1,n—-1) g+Dl(n—1,k—1,n—-1) (3.2)
don't inspect P(n—1,k,n—1) qg+T(n—1,kn—-1) ’

for0<k<n-1.
In Theorem B.3 below, it is shown that T'(n, k,n) = (v(n, k)), where

k*l .
j:U

3.1.1 Solution to Sakaguchi approach for an arbitrary ¢
Remember that Sakaguchi (1977,1994) studied the game I'(n, k, [) under the boundary
condition I'(n, k,n) = (n : Vq(n,k)) andg € {1, 3

Ferguson and Melolidakis (1998) first proved a Lemma which is used to show that
all games I'(n, k,1), forn > 2, 1 < k,l <n — 1, are completely mixed:

Lemma 3.1. Let V,(n, k), as described by R.9, the value of I'(n, k). For all n > 2 and
1 < k < n, we have

Veg(n, k) — Vy(n, k—1) <

3=

Using the Lemma above, they proved the following result:

Theorem 3.2. If we choose as boundary condition I'(n, k,n) = (n - Vy(n, k)), then
for the value of the game I'(n, k, ) the following holds:

Vy(n, k1) =1-Vy(n,k) for 0<k,l<n and ¢q € (0,1) (3.4

Proof. The boundary conditions B.J give the result fork =0, k =n, | = 0andl = n,
for all n > 2. We must show B4 foralln > 2, 1 < k,I < n — 1. We prove it by
induction on n. The case n = 2 follows from Mashler Theorem (equation 2.9). As the
induction hypothesis, we assume B.4 is true with n replaced by n — 1. Now consider
the case n and arbitrary 1 < k,I < n — 1. From we have

V,(n, k1) = Value (‘;‘ ?) 3.5)

10
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where
a:=1+V,(n— 1l—1),
B = V( - 1,1),
v i=Vy(n lkl—l)7
0:=Vy(n—1,k,10).

The game is completely mixed if & > 3, 5 < 6, § > 7, 7 < «. The first three of
these inequalities follow easily from the induction hypothesis. The last inequality may
be written by using the induction hypothesis as

Vin—1Lkl—1)=(01—-1)-Vyn—1,k) <1+(1@=1)-Vy(n—1,k—1). (3.6)

From Lemma .1, inequality B.4 holds for all 1 < k,I < n — 1. Thus, the game is
completely mixed and B.3 reduces to

ab—PBy - Vo(n—1,k)
a—B-v+6 1-Vyn—-1k-1)+V,(n—1k)

Vy(n, k1) = (3.7)

From the induction hypothesis we have: V,(n, k, 1) = V,(n, k). From B.7 we have

B Vy(n—1,k)
L Rl s v pr g e T r
Ve(n —1,k)
k 2 d
Va(n,k) = 1 V,n—Lk-—1)1V,in—1k)
Vq(n—l,k):Vq(n,k)(1—vq(n—1,k—1)+vq(n—1,k)).
Hence,
Vq(n,k)(l—vq(n—1,k—1)+vq(n—1,k))
kD=1 =1- k
and the induction is complete. O

3.1.2 TI'(n,k,n) and the open problem

Ferguson and Melolidakis (1998) suggest to specify the values of I'(n, k, n) by assum-
ing that the cost ¢ is always assessed for every one of the [ actions that are not taken. In
particular, for a truckload the violator has now the following choices: either to act ille-
gally and risk getting caught or to act legally and pay the taxes g. Therefore, I'(n, k, n)
is specified through the recursive equations

I(n,k,n) =
act wait
inspect 140(n—1L,k—-1,n—-1) g+T(n—1,k—1,n—-1) (3.8)
don't inspect T'(n—1,k,n—1) g+T(n—1,kn—-1) '

11
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for 1 < k < n — 1, with boundary conditions
I'(n,0,n) =(0), T(n,n,n)=(n-q) (3.9)
They proved the following for the value of T'(n, k, n):
Theorem 3.3. Let v(n, k) denote the value of T'(n, k,n). Then, for 0 < k < n,

v(n,k) =k — (1= q)"* Du(n, k), (3.10)

where -
u(mk)-Z(k—j)(""“;”j)qj (3.11)

j=0

For 0 < k < n, the optimal mixed strategy for Player I is (¢, 1 — ¢) and the optimal
mixed strategy for Player Il is (@, 1 — @), where Q = v(n — 1,k) —v(n— 1,k — 1).

Proof. Equations B.8 and B.9 become

1+v(n—1,k-1) g+v(n—1,k—1)

v(n,k‘):Value( o(n— 1.k) g+ v(n—1,k)

) 1<k<n-1

(3.12)
subject to the boundary conditions

v(n,0) =0 for n>1 and wv(n,n)=mn-q for n>0 (3.13)

It is easy to argue directly that v(n,k — 1) < v(n,k) < 1 + v(n,k — 1) for
1 <k <n —1,sothe game is completely mixed. Therefore, Player I has the optimal
mixed strategy (z, 1 — x) where
. g+vin—1k) —v(in—1k)
S l+4ovn—1,k—1)— (g+v(n—1,k=1)) —v(n—1,k) + (¢ +v(n—1,k))
=q

and Player II has the optimal mixed strategy (y, 1 — y) where
B g+v(n—1,k)— (g+v(n—1k—1))
l+on—1,k=1)= (¢g+v(n—1,k—=1)) —v(n—1,k) + (¢+ v(n — 1,k))
=v(n—1,k)—v(n—1,k—1)
Equation reduces to
v(n, k) :q(l—i—v(n—l,k—l)) +(1—qvn—1,k) for 1<k<n-—1 (3.14)

We can simplify the equations and by changing the functions from
v(n, k) to u(n, k). Equations and reduce to

Y

u(n,k)=q-un—1,k—-1)+un—-1%k forl<k<n-1, (3.15)
subject to the boundary conditions

u(n,0)=0 for n>1 and wu(n,n)=mn for n>0. (3.16)

The solution is given by for 0 < k£ < n. This can be easily seen by checking

that it satisfies and B.16. O

It is important to notice that, for ¢ € (0, 1), if we choose I'(n, k,n) = (v(n, k))

as the boundary condition, it is an open problem to find a non-recursive solution for
D(n, k,1).

12
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3.2 Our method

To study properties of the values and of the optimal strategies for I'(n, k, 1), we use
numerical methods for various ranges of n, k, ! and q.

An algorithm using Python was created to export the results. The code can be found
in the appendix.

The output for the code are the values and the optimal strategies of the selected
I'(n, k,1) according to n, k, [, q.

We study the results for all T'(n, k,1) withn < 200, 1 < kI < n-1, q €
{0.1,0.15,0.2,0.25, .....,0.9}. That makes 45.667.117 values and 45.328.817 pairs of
optimal strategies (there are no strategies for boundary conditions).

Notation:

* V,(n, k,1): value of '(n, k, 1) defined by B-1 and B.2.
* (z,1 — x) the optimal mixed strategy for the inspector.
* (y,1 — y) the optimal mixed strategy for the violator.
Recall that

Definition 3.4 (Correlation Coefficient). Given a pair of random variables (X,Y") the
correlation coefficient between X and Y 1is:

where cov(X,Y) is the covarience of X and Y, ox and oy are the standard deviations
of X and Y, respectively.

The correlation coefficient ranges from -1 to 1. A value of 1 implies that a linear
equation describes the relationship between X and Y perfectly, with all data points ly-
ing on a line for which Y increases as X increases. A value of -1 implies that all data
points lie on a line for which Y decreases as X increases.

We find the correlation coefficients between the variables of the following pairs:
(Vatn k1), %), (Va(n, ks 0,2, (k) (2,0), (. K), (3,0):

Correlation coefficients are used to study the relation between value/strategies and
inspections/violations. The values n and q are kept constant and for all q we study the
cases I'(10, k, 1), T'(50, k, 1), T'(100, k,1), T'(200,%,1), 1 < k,l <n—1.

We created two kinds of graphs to study the outputs. One refers to the values of the
game (value graphs) and the other refers to the optimal strategies of the game (strategy
graphs).

The vertical axis of the graphs refers to values (for value graphs) and probability of
every player's 1st strategy (for strategy graphs).

The horizontal axis refers to the output results generated by the code. That means,
depending on the order of the for-loops, that the 2y — 1 point of the horizontal axis
represents the x in the row result.

13
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As an example let us see the representation of I'(3, k, 1) with ¢ = 0.4 (the results
are shown in tables and @.2 of the Appendix):
Let
for k in range(1,2):
for 1 in range(1,2):
be the order of for-loops in the code. Then, the results are encountered in sequence as
follows:

The corresponding graphs are:

x values value of x
r(,2,2)
0.7 A
0.6 A
0 0.5 value of
w 0.5 re,1,2)
2 ®
g
0.4 - value of
x re,2,1)
0.3 A
value of
xr(Bllrl)
02 = T T T T
0 1 2 3
RESULTS

Figure 3.1: values for I'(3, k, 1), ¢ = 0.4, k,l € {1, 2} with k-loop prior to 1-loop

14
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y for game
. re,1,2) . X
0.45 - m oy
0.40 - X for game
rea,2,1) X f .
or game
@ 0.35 - [ r,2,2)
[G]
L
|_
= 0.30
|_
V2]
© X for game .
€ 0.25 A r(3,1,1) X for game
= re3,11,2)
g H
0.20 -
y for game
re,1,1) y for game
r(s,2,2)
0.15 - H
y for game
0.10 - ra2n |
0 1 2 3
RESULTS

Figure 3.2: optimal strategies for I'(3, k,1), ¢ = 0.4, k,l € {1,2} with k-loop prior
to I-loop. z is illustrated with green circles and y is illustrated with red squares

In Figure B.1, we can see that the value of the game I'(3,2,1) is V.4(3,2,1) =
0.35897. Optimal strategies of this game can be shown in Figure B.2: x=0.3589743590,
i.e. Player I "inspects" with a probability of 0.3589743590 and y=0.1025641026, i.e.
Player II "acts" with a probability of 0.1025641026 in the game I'(3,2, 1).

15
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On the other hand, if the order of the for-loops in the code is

for 1 in range(1l.,2):
for k in range(1,2):

the corresponding graphs are:

values value of
x calue of R
0.7 A
0.6 -
0
g 0.5 -
-
<>E value of
value of ra,1,2)
0.4 ra,2,1)
0.3 A
value of
x ra,i,1)
0.2 = T T T T
0 1 2 3

RESULTS

Figure 3.3: values for I'(3, k, 1), ¢ = 0.4, k,l € {1, 2} with I-loop prior to k-loop

16
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| ® <x
0.45 1 y for game L y
r(3,1,2)
0.40 A X for game
ra,2,1) .
Llﬁ 0.35 A ® X for game
G r(3,2,2)
w
'_
= 0.30 -
'_
2 y for game
g 0254 r(3L1) ®
B X for game
g [ rs,1,2)
0.20 1 X for game
re,1,1)
0.15 - y for game [l
rs,2,2)
y for game
0.10 - m ey
0 1 2 3
RESULTS

Figure 3.4: optimal strategies for I'(3, k, 1), ¢ = 0.4, k,l € {1, 2} with l-loop prior to
k-loop. z is illustrated with green circles and y is illustrated with red squares

As we can see in Figure B.3, the value of T'(3, 2, 1) is the second result in the row.
Accordingly, we see the optimal strategies of this game as the second result in the row

in Figure B.4.

3.3 On the threshold k*

3.3.1 Results, approach, interpretation of results

The following important conclusion was drawn by studying the produced graphs: For
any game I'(n, k,[) there is a number of inspections (denoted by k*) such that if the
available inspections are more than k*, players tend to act in the same fashion everyday,
namely, if k& > k* the inspector inspects with a probability very close to ¢ and the
violator acts with probability close to 0. The value of the threshold £* depends on the
number of days (n) and the value of g. Also, the threshold k* affects the value of the
game. Thus, the value tends to be [ - ¢ as the number of the available inspections is
greater than the threshold £*.

17
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To further illustrate our point about the existence of this threshold k¥, let's see the
values and the optimal strategies of the games I'(10, k,1), 1 < k,I < 9 with ¢ =

0.1,g=0.5and ¢ =0.90:

k*=3
[ | ° X
=y
0.5 -
| |
o 0.4 T
w
8 "
l_
S 0.3
|_ n
[7p]
E |
| |
.-‘g_ 02 7 .-
o A [ ]
| |
014 *® )
. ] -
| |
i ;#'-
0.0 ] a—
0O 10 20 30 40 50 60 70 80
RESULTS

Figure 3.5: strategies for I'(10, k, 1), ¢ = 0.1 (k-loop prior to 1-loop)

In Figure B.3 we see the optimal strategies of the inspector (illustrated with green
circles) and the violator (illustrated with red squares) for the games I'(10, k,1), 1 <
k,l <9 with ¢ = 0.1. The games are produced in the following order:

'(10,2,1), (10
'(10,3,1), T(10

'(10,9,1), I'(10,9,2),

1

,2,2),.....,1(10,2,9),

,3,2),.....,1(10,3,9),
..... ,1(10,9,9).

There is a point on the graph (noted with the black vertical line) after which x is
stabilised apporximately at 0.1 (value of g). At this point, the number of available
inspections becomes 3, i.e. we take results for game I'(10, 3,1) and further. Simulta-

' The graphs for games I"(10, k, 1) are shown to facilitate the reading of the present thesis. Same results
occur for all games I'(n, k, 1), n <200, 1 <k, < 199.

18
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neously, y decreases considerably and gets very close to 0. Hence, for I'(10, k, 1) with
q = 0.1, we have k* = 3.

k*=3
® valuesf ¢ ¥ X X X x X%
0 - I*ql=8*0, 1
8 A—, B
¥ e % % x x % %
*q#6*0,1
0.6 i
®
% *
o % x % % % % x %
<>( 0.4 _® x * I*qf4*0,1
® %
* x % % % % % %
I P G A O .
x %
* . X % % %X % %
®

0 10 20 30 40 50 60 70 80
RESULTS

Figure 3.6: values for I'(10, k,1), ¢ = 0.1 (k-loop prior to 1-loop)

In Figure B.6, we tabulate the corresponding values for the games of Figure B.3.
The horizontal lines denote the value of [ - ¢ for each different value of [. We can see
that if £ > k* = 3, the values of the games are approximately equal to [ - q.
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It is interesting to see what happens if we increase ¢. In Figures 3.7 and B.§ below,
we depict the games I'(10, k,1), 1 < k,I < 9 with ¢ = 0.5. In Figures B.9 and

we depict the games I'(10, k, 1) with ¢ = 0.9.

k*=8
| - o X
0.8 1 . =Y
[
n
N n
[
n
) 0.6 1 A
O] n [ o
L
| |
5 l . I e
& J ., 4
%) n ’.I
— 0.4+ Pt
© n
.g [ i .o; n
o 4 n | ]
| |
° i .."f’ Lo
029 ., ‘.f' l - n
- n
lP n |
n "] . 4 ™} .r
n
0.0 A r —
T T T T T T T l T T
0 10 20 30 40 50 60 70 80
RESULTS

Figure 3.7: strategies for I'(10, k,1), ¢ = 0.5 (k-loop prior to 1-loop)

In Figure B.7 we present the optimal strategies for the games (10, k, 1) with ¢ =
0.5. The games are produced in the same order as in Figures B.3 (k-loop prior to I-loop).
We can see that k* is larger than the case ¢ = 0.1. For ¢ = 0.1, we have thatif k > 3, x
is stabilised approximately at 0.1. Now, for ¢ = 0.5 and 3 < k£ < 8, we can see that x
is considerably less than 0.5. On the other hand, if £ > 8, x is stabilised approximately

at ¢ = 0.5. Therefore, k* = 8 in that case.
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k*=8
# values % % =
1¥q=8%0,5 *
®
® ® ® ®
1*q=6*0,5 * *®
3 % *78 x| 8%
Q ¥ x % ® |% =
= I*q=4*0,5 x *
> 2 %g*—-hh-
® g % 4 ¥ L“
x ® ®
1*q=2%0,5 x *® % ® *
1——}—‘4 5% Sh—s
x % 4 % %
® % ®x %X ¥ %
oo
O_

RESULTS

Figure 3.8: values for I'(10, k,1), ¢ = 0.5 (k-loop prior to 1-loop)

Considering the values of I'(10, k,1), 1 < k,I < 9 with ¢ = 0.5, we see that if
k > 8, they are approximately equal to [ - . Horizontal lines on the graph above show
this result.

21



3.3. ONTHE THRESHOLD K*

optimal STRATEGIES

Finally, if we take the game I'(10, k,1), 1 < k,I < 9 with ¢ = 0.9, there is no
point in considering such a k*. In a trivial way, we can claim that £* = 9 in that case.
We can see the values and the optimal strategies of these games on the graphs below.

u L] n .o'
n w.
0.8 1 ] n a ¥ o
o:. T
L n . 0ssn®®
i) ]
0.6 - R |
[
n . “(. 4 a o X
[ ] L y
0.4 A . " e i ’ -
] -.
[ ] cmeeen®® n = [ ]
n [
0.2 T L aaadl | | ] [ ] n s
[ ]
]
[ ] ] ] [ A
n
10 20 30 40 50 60 70 80
RESULTS

Figure 3.9: strategies for I'(10, k, 1), ¢ = 0.9 (k-loop prior to 1-loop)
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® values

VALUES
IS
® % % %

RESULTS

Figure 3.10: values for I'(10, k, 1), ¢ = 0.9 (k-loop prior to 1-loop)

Figures B.3, B.7 B.9 lead to the conjecture that as ¢ increases, k* increases. This
means that the decision of the inspector is sensitive to k for a longer range of £'s as ¢
increases.

Our conjecture may be intuitively explained:

* For small value of ¢ and large value of k, it does not make sense for the viola-
tor to risk getting caught by the inspector. Hence, he violates with a very low
probability (approximately 0) and does so until the end of the game and then,
he pays a tax q for every violation. Correspondingly, the inspector inspects with
low probability (equal to ¢) in order to save inspections and not give the violator
the chance to act without getting inspected. Essentially, if the inspector has more
inspections than this specific value of £*, both players try to lead the game to a
boundary condition I'(n, n, I) waiting for the number of days to be equal to the
number of available inspections. Then, the inspector gets [ - ¢ from the violator.

On the other hand, if the available inspections are less than k*, then the violator's
probability for acting increases considerably since it is easy to escape detection.
This probability depends on [ (we can see that by the correlation coefficients of
Table B.3 in the following section (see section 3.3.2)). At the same time, the in-
spector inspects with an even lower probability because of the very few available
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inspections. Therefore, the value of the game is less than [ - g.

* As g increases, then Player II's appetite for risk increases. That explains why the
value of £* increases with ¢. Hence, if ¢ is close to 1, then the violator has no
gain by leading the game to the boundary condition and paying [ - g. On the other
hand, the inspector's strategy depends on the number of available inspections:
When £ is higher than £*, x is very close to g, i.e. the inspector inspects with a
higher probability. For k£ < k*, even when the number of available violations is
high, the inspector does not risk to waste his inspections eventhough the violator
violates with high probability.

Example 3.5. Let's examine the game I'(7,4,4) with ¢ = 0.1. Then:
« Vou(7,4,4) = 0.39982

* optimal strategies: (x,1 — x) = (0.1,0.9) for the inspector and (y,1 — y) =
(0.00127,0.99873) for the violator.

We denote by k*(n) the threshold &* for every n in the subgames I'(n, k, ) of the
game I'(7,4,4) with ¢ = 0.1. The optimal strategies and values of these subgames are
shown on the graphs below. The subgames of T'(7, 4, 4) are produced (and represented
on the horizontal axis of the graphs) in the same order they are encountered in the game
(and k-loop prior to I-loop in the code): I'(7,4,4), I'(6,4,4), I'(6,4,3), I'(6, 3,4), I'(6, 3, 3),
I'(5,4,4) and so on.

k*(5)=3 e@=2
F. o x
0.25 A , By
yin
r4,1,3)
0.20
]
-]
-} ] -]

0.15 1

xin
0.101{ eoe00000000 000000000 +l3g000 © ) |

optimal STRATEGIES of subgames

° ]
°n e B L0 4
0.05 A I%m m
"] [*]
Elpg
mm " EEm
0.00f Emm @mmm®E EEEm
0 5 16 15 20 25 30 35 40
RESULTS

Figure 3.11: optimal strategies for subgames of the game I'(7,4,4), ¢ = 0.1
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subgames with
n=4
0.40 e — % values o=
,-(5,2'4)@.’) I*q=4*0,1
0.35 A
r(4,1.4)®
I*q=3*0,1

0.30 MR ROl hamn s o | A kJ
2 r(5,2,3) @
E 0 25 i r,1,3)
o r(4,1,3)®
E
7 *q=2%0,1
202 ——— PN 2
S r(s,z,z)b @ wr(z,m
w @ rs,1,2)
3 0.15 r(4,1,2)
§ *q=1%0,1

0.10 — - e s

@ r(2,1,1)
r4,1,1) re,1,1)
0.05 A
0.00 1 E I SR G R R S
0 10 20 30 40 50 60
RESULTS

Figure 3.12: values for subgames of the game I'(7,4,4), ¢ = 0.1

In Figure the probability of inspection is approximately ¢ and the probability
of violation is close to 0, unless available inspections are less than £*(n). Remember
that in this example we have a single game and its subgames, thus k decreases as the
game carries on. In Figure the horizontal lines denote the value of [ - ¢ for each
different value of . We can see that the cases with value less than [ - g are those where
the available inspections are less than £*(n). For example, if n = 4 (15th to 30th result
in the row), the value is less than [ - ¢ when k < k*(4) = 2. In the game I'(7, 4, 4), we
have k*(5) = 3, k*(4) =2, k*(3) = 2.
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3.3.2 More numerical results

As we have already seen, the value of £* depends on n and g.

We present some approximate values for £* for various values of n and ¢. These results
were tabulated using plots for games I'(n, k, [) for various values of n and ¢ with [ €
{1,.....,n—1}.

approximate values for k*

n=10 n=20 n=30 n=40 n=50 n=100 n=200
q=0,1 3 5 8 10 11 17 29
q=0,2 5 8 11 14 16 28 50
q=0,3 6 9 15 18 22 39 71
q=0,4 7 12 18 22 26 49 91
q=0,5 8 14 20 26 31 58 111
q=0,6 - 16 23 29 36 67 130
q=0,7 - 18 25 32 40 77 148
q=0,8 - - 27 36 44 85 167
q=0,9 - - - 38 47 93 185

Table 3.1: approximate values for k£*
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In examining the relation between the strategies/values and the days of inspec-
tions/violations, we present the correlation coefficients between them for all games
I'(200, k,1), 1 < k,l <199 and various values of ¢:

correlation coefficients for values

remaining inspections remaining violations
q=0,1 value 0.144433163230141 0.939427451863154
q=0,2 value 0.261318352092331 0.885272329055803
q=0,3 value 0.261318352092331 0.885272329055803
q=0,4 value 0.440868557171004 0.796003087527588
q=0,5 value 0.507877646443595 0.759230230615875
q=0,6 value 0.561466952979961 0.727168270871774
q=0,7 value 0.602458501171036 0.699841041048143
q=0,8 value 0.631412647830027 0.677721210535321
q=0,9 value 0.648745532969464 0.662003138331736

Table 3.2: correlation coefficients for values

Let us look at the first row of Table B.2: For ¢ = 0.1 the correlation coefficient
between the value V and the remaining inspections  is Ty = 0.144433163230141
and between the value and the remaining violations [ is 7y ; = 0.939427451863154.
Hence, as [ increases, the value increases in an almost linear way with [ (r‘~/7 ; 1s almost
1). On the other hand, an increase on k& doesn't affect considerably the value of the
game (7 . is very close to 0). In this case, the violator will act with low probability
and, hence, the number of available inspections doesn't make a big difference to the
value of the game.

For ¢ = 0.9 this difference is being balanced. We could expect such a result: For a
price of g close to 1, as we have already seen, the violator's appetite for risk increases.
As a consequence, the number of available inspections affect the value of the game in
a more decisive way due to a higher probability of violation.
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correlation coefficients for strategies

remaining inspections remaining violations
X 0.47185606343993 0.023584282595143
q=0,1
y -0.481573928613907 0.17924228643491
X 0.63767898077733 0.019363351973344
q=0,2
y -0.6147854905114 0.257822370412602
X 0.751370051197025 0.016574116448593
q=0,3
y -0.681986104322285 0.327212972550611
X 0.83476531543904 0.014361087204536
q=0,4
y -0.705353606191625 0.395192700927271
X 0.89658137265717 0.012417628145705
q=0,5
y -0.692163275319973 0.465778828305129
X 0.941366065004394 0.010579050870256
q=0,6
y -0.644144791392238 0.542350760128037
X 0.971912198227998 0.00871828983524
q=0,7
y -0.559447087949674 0.628767506712757
X 0.990276246342418 0.006687810663084
q=0,8
y -0.432505798314449 0.730295646763343
X 0.998531622666922 0.004217164396211
q=0,9
y -0.25235514785377 0.854654293359799

Table 3.3: x:inspection probability, y:violation probability
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Respectively, let's take a look at the last two rows of the Table B.3 where ¢ = 0.9:
T4k = 0.998531622666922, i.e. as k increases, the probability of inspection increases
in an almost linear way with k. Simultaneously, the probability of violation decreases
(ry.% 18 negative), but not decisively (7 j is close to 0). On the other hand, the proba-
bility of violation increases as [ increases. This result describes the fact that for a price
of g very close to 1, the main thing that affects the decision of the violator is the number
of the remaining violations.

These results reinforce our intuition concerning the sensitivity of the probability of
inspection (and, therefore, the value of the game) to k as ¢ increases.

3.3.3 Outline

To sum up, we conjecture that:

1.

For any game I'(n, k,[) and any ¢, there exists a number k£*, which depends on
n, q, such that Vk > k*:

 x approximately equals to g.

e gy is very close to 0.

* the value of the game is approximately equal to [ - q.

2. k* is an increasing function of n, q.

3.

It seems that x < ¢, i.e. Player I will never inspect with a probability higher than
the amount g. We have not found an intuitive explanation yet, but this inequality
holds in all our experiments.

3.4 Other results

1.

Letn <200, 0<k,l<n-1, ¢g€{0.1,0.15,0.2,....,0.9}. There is no game
I'(n, k,1) in which the violator has the incentive not to act at any day and pay
l-q.

Player II can guarantee a cost [ - ¢ if he chooses not to act at any stage. Hence,
Vy(n,k,1) <1-q. Moreover, our simulations show that this inequality is strict,
ie.

Thus, the violator has incentive to perform illegal actions.

. The inequality of Lemma B.1| does not hold for the game I'(n, k, ).

For example, for ¢ = 0.7:
Vo.7(48,15,10) = 3.08349
V0.7(48,14,10) = 2.87980

_ . 1
Vo.7(48,15,10) — V5 7(48,14,10) = 0.20369 > 0.0208 ~ T
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CHAPTER 4

APPENDIX

4.1 Code

import numpy as np

from decimal import *

from numpy import dtype

import pandas as pd

import matplotlib.pyplot as plt
from numpy.random import normal,rand

max_n

min_k =
max_k

min_| =
max 1 =

min_q = Decimal('")
max_q = Decimal('")
step_q = Decimal('0.05")

#precision of decimal digits. As n gets greater,
#precision must become greater too
getcontext (). prec = 75

number_of all results = 0
number_of _non_boundary_results = 0

#arrays in which we store results to avoid extra computations

array=np.empty ((max n,int(max q*100),max k+1,max 1+1),
dtype=Decimal)
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last_ x = 'N/A'
last y 'N/A'

#definition of n!
def factorial(n):
if n==0 or n==1:
return Decimal (1)
return Decimal(n) * factorial (Decimal((n)—Decimal(1)))

#definition of compination function
def combination(n,m):
if m ==
return Decimal (1)
elif m > n:
return Decimal (0)
return factorial (Decimal(n))/( factorial (Decimal(n—-m))*
factorial (Decimal(m)))

#definition of function u(n,k) which is used to define value
#of G(n,k,n)
def u(n,k,q):
s Decimal (0)
for j in range(0,k):
s += (Decimal(k)—Decimal(j))* Decimal(combination(n—k—1+j,j))
*Decimal (q)** Decimal(j)

return s

#definition of value for G(n,k,n)
def w(n,k,q):
m = Decimal(k)—(Decimal(l)—Decimal(q))**(Decimal(n)—Decimal (k)+
Decimal (1))* Decimal (u(n,k,q))
return m

#Recursive function G(n,k,1).
#The function returns the value of G(n,k,l) and stores it in array.
def G(n,k,1,q):

q_int = int(q*100)

global last x

global last y

#if an inappropriate instace is entered, value becomes —1
if not (0<=k and k<=n):

v = Decimal(—1)
if not (0<=1 and 1<=n):

v = Decimal(—-1)

if not (type(n) == int):
v = Decimal(-1)
if not (type(k) == int):

v = Decimal(—1)
if not (type(l) == int):
v = Decimal(—1)
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#checking for boundary conditions

if k == 0:

v = Decimal (0)
elif 1 ==

v = Decimal (0)
elif n ==

v = Decimal(l)*Decimal(q)
last_ x = 'N/A'
last_y = 'N/A'

elif n == 1:
v = Decimal(w(n,k,q))
x = Decimal(q)

y = Decimal(w(n—1,k,q)) — Decimal(w(n—1,k—-1,q))

last_x
last_y

Decimal (x)
Decimal (y)

#non boundary conditions: 0 < k,l < n
else:
if array[(n—2,q int—1,k—1,1-1)] != None:
a = array[(n—-2,q_int—1,k—1,1-1)] + Decimal (1)
else:
a = G(n-1,k—1,1-1,q) + Decimal(1)
array [(n—2,q_int—1,k—1,1-1)] = Decimal(a)—Decimal (1)
if array[(n—-2,q int—1,k—-1,1)] != None:
b = array[(n—2,q int—1,k—=1,1)]
else:
b = G(n—1,k-1,1,q)
array [(n—2,q_int—1,k—1,1)] = Decimal(b)
if array[(n—2,q int—1,k,1—-1)] != None:
¢ = array[(n—2,q_ int—1,k,1-1)]
else:
¢ = G(n-1,k,1-1,q)
array [(n—2,q_int—1,k,1-1)] = Decimal(c)

if array[(n—2,q_int—1,k,1)] != None:
d = array[(n—-2,q int—1,k,1)]

else:
d = G(n—-1,k,1,q)
array [(n—2,q _int—1,k,1)] = Decimal(d)
#find value and strategy for the 2x2 matrix game
x = (d-c)/(a—b—c+d)
y = (d-b)/(a—b—c+d)
v = x*(y*at(1-y)*b)+(1—x)*(y*c+(1-y)*d)
last_x = x

last 'y =y

array [(n—1,q_ int—-1,k,1)] = v

return v
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#list for all results (including boundary)
value = []

#lists for non boundary results

days = []
inspections = []
violations = []

value 2 = []
probability of inspection = []
probability of violation = []
amount q = []

#Part in which we run G(n,k,l) for all selected
#and print the results. It also stores the results

instances
in the

#tproduced lists to use them for plots and correlation matrix.
for q in range(int(min _q*100), int(max q*100) + int(step_q*100),

int(step q*100)):
for k in range(min_k, max k+1):

for | in range(min |, max l+1):
for n in range(max(k,1), max n+1):

~q = q/100

g = G(n.k,1, q)

print('G(',n,"',"'k,"',",1,"),lq=", q)

print ("value=","{:.5f}".format(g), '\t',
"x=", last_ x, '\t', "y=", last_ y)

print (" ")

number_of all results += 1
value .append(g)

if last_ x != 'N/A' and last_y != 'N/A':
number _of non_boundary results += 1
days.append(n)
inspections .append (k)
violations .append (1)
value_ 2 .append(g)
probability of inspection.append(last x)
probability of violation.append(last y)
amount_q.append(_q)

print ("

")

#tcorrelation matrix for non boundary conditions
#(except G(n,k,n))
data = {'n': days,

'k': inspections ,
'1': violations ,
'q': amount q,
'v': value_2,

34



CHAPTER 4. APPENDIX

x': probability _of inspection ,

y': probability of violation

}
df = pd.DataFrame(data,columns=['n"','k"','l','q"','v','x",'y']D

corrMatrix = df.astype(float).corr()
print ("Matrix[OwithlJcorrelationlcoefficients:")
print (corrMatrix)

print(” ”)
#plots creation
all results = []
non_boundary results = []

for i in range (0,number of all results):
all _results.append(1i)
for i in range(0,number of non boundary results):
non_boundary results.append(i)

#plot for all values (including boundary conditions)
plt.xlabel ( 'RESULTS ')
plt.ylabel ( '"VALUES')

plt.plot(all results , value, label = "values")
plt.legend ()
plt.show ()

#plot for prices of x,y (excepting boundary conditions)
plt.xlabel ( 'RESULTS ')
plt.ylabel ('optimalJOSTRATEGIES")

plt.plot(non_boundary results, probability of inspection,

label= "x"

plt.plot(non_boundary_results, probability of violation ,
label= "y")

plt.legend ()

plt.show ()
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4.2 Tables for games ['(3, k1), k,l € {1,2}, ¢ =04

values and optimal strategies with k loop prior to 1 loop

results n k 1 ffo,4(3, k1) X y
1st 3 1 1 0.22222 0.2222222222 0.2222222222
2nd 3 1 2 0.47257 0.2616033755 0.4725738397
3rd 3 2 1 0.35897 0.3589743590 0.1025641026
4th 3 2 2 0.73880 0.3825136612 0.1530054645

Table 4.1: T'(3, k, 1), ¢ = 0.4 with k-loop prior to I-loop
values and optimal strategies with 1 loop prior to k loop

results n k 1 170_4(3, k1) X y
1st 3 1 1 0.22222 0.2222222222 0.2222222222
2nd 3 2 1 0.35897 0.3589743590 0.1025641026
3rd 3 1 2 0.47257 0.2616033755 0.4725738397
4th 3 2 2 0.73880 0.3825136612 0.1530054645

Table 4.2: I'(3, k, 1), ¢ = 0.4 with I-loop prior to k-loop
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